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Highlights

• The EMPM/EGIMP model cracks by enriching the nodal degrees of freedom as XFEM.
• The EMPM/EGIMP can degenerate to the conventional MPM/GIMP if there is no crack.
• Level Set Method is employed in the EMPM/EGIMP for easily tracking crack surfaces.

Abstract

A material point method (MPM)/generalized interpolation material point method (GIMP) with enriched shape function (EMPM/EGIMP for short) is proposed for modelling crack problems in the MPM/GIMP framework. The EMPM/EGIMP enriches the nodal degrees of freedom based on the idea of the extended finite element method (XFEM). This improvement allows the crack problem, whose displacement and velocity are discontinuous, to be simulated by only one set of background grid meshes, so multigrid and multiple velocity fields are unnecessary. In addition, the technique we developed to lump the mass matrix makes the EMPM/EGIMP can be implemented easily in a conventional MPM/GIMP code. If there is no crack, the EMPM/EGIMP degenerates to the conventional MPM/GIMP. The Level Set Method (LSM) is employed in the EMPM/EGIMP for easily tracking crack surfaces. The crack moves with the material points physically, so that the LSM function is carried by particles. In each time step, the LSM function value is mapped to the grid nodes from the particles, and the nodes to be enriched can be identified conveniently from the grid nodal LSM function values. Numerical experiments for stress fields distribution, fracture parameters calculation and crack propagation are provided to validate the proposed EMPM/EGIMP.
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1. Introduction

In recent decades, fracture failure has resulted in a great loss in many fields, thus attracts researchers’ attention. However, due to the huge complexity, not only the theoretical analysis is difficult to progress, even many experimental methods face lots of difficulties. With the rapid development of computer, numerical methods make a great progress in recent years, which provide a promising way to simulate dynamic fracture. Compared with the experimental methods, numerical methods have lower cost and can predict whole process of dynamic fracture.

Chen and Wilkins used the finite difference method (FDM) [1] to solve fracture mechanics problems. Later, the finite element method (FEM) is also capable of solving such problems. Based on the FEM, many methods have been developed for crack problems, such as the conventional FEM with adaptive mesh [2], cohesive zone model [3], node force release method, and embedded discontinuous method [4]. These methods can handle cracks by embedding them in the mesh, but have difficulties in dealing with crack propagation. Because the conventional FEM cannot describe discontinuous surfaces within elements, cracks have to propagate along the element boundaries or given paths, which limit the crack propagation in arbitrary directions. Therefore, updating the mesh to match the geometry of the discontinuity is necessary to simulate crack propagation, and it takes much higher computational cost and might cause a great decrease in calculation accuracy due to information mapping.

To ease the above difficulties in modelling crack propagation, the extended finite element method (XFEM) [5] was proposed, which introduces discontinuity within elements. The XFEM allows the arbitrary curved cracks to be handled independently of the mesh, so that remeshing is not necessary to model crack propagation. Later, Daux et al. [6] simulated arbitrary branched and intersecting cracks in the XFEM framework by superposing several Heaviside enrichment functions at the junctions. Budyn et al. [7] modelled the growth of multiple cracks. Sukumar et al. [8] developed XFEM for simulation of three-dimensional crack problems. Recently, the XFEM has been enhanced to simulate many challenges in computational fracture mechanics and composite modelling such as fracture in shell structures [9], band structure of metamaterials with microstructures [10], hydraulic fracture propagation [11,12], etc. However, the XFEM is developed on the basis of the FEM, so it still suffers the mesh distortion difficulty in large deformation problems.

Meshless method [13] constructs approximate functions without using a grid, so it does not suffer mesh distortion difficulty in some challenging problems such as impact, penetration, and explosion. Many meshless methods have been developed for dynamic fracture analysis [14] such as the element free Galerkin [15] (EFG) method, meshless local Petrov–Galerkin [16] (MLPG) method, just to name a few. The crack can easily propagate in arbitrary directions in meshless methods which is superior to the FEM. The difficulty in these meshless methods is the definition of particle “influence” zones around the crack, which should be able to describe the crack and handle crack surface contact.

The Material point method (MPM) is an extension of the particle-in-cell (PIC) method developed by Sulsky et al. [17,18]. In the MPM framework, a material domain is discretized into a set of particles moving through a predefined Eulerian background grid. The grid is used as a computational scratch pad to solve the equations of momentum, and then the grid solution is mapped back to the particles to update their physical quantities. At the end of every time step, the deformed grid is discarded, so that the mesh distortion is avoided for problems with large deformation [17]. Later, the generalized interpolation material point (GIMP) method was proposed by Bardenhagen et al. [19] using a Petrov–Galerkin formulation to alleviate the cell crossing noise. Throughout the last 20 years, the MPM was continuously developed and applied successfully to many challenging problems such as hyper velocity impact [20–23], explosion [24–26], penetration [27–29], fragmentation [30,31], and multiphase flow [32].

The advantages make the MPM preliminarily be applied to the simulation of fracture mechanics. The implementation of cracks within the framework of the MPM mainly includes two kinds of simulation methods. In the first kind, the multiple velocity fields are applied to describe the crack. Nairn proposed a method named CRAMP [33] (MPM with cracks) which simulates a crack by three types of velocity fields: one for particles on the same side of the crack relative to the node, one for particles above the crack relative to the node, and one for particles below the crack relative to the node. Although three velocity fields are defined, each node will have at most two velocity fields. Wang et al. [34] simulated two-dimensional mixed mode crack using an irregular mesh and the surfaces of the crack are introduced by allowing the placement of two sets of nodes along the crack line. Daphalapurkar et al. [35] simulated the dynamic crack growth by implementing a cohesive zone model in the generalized interpolation material point (GIMP) method. On the contrary, the second class of methods does not introduce the explicit crack, but uses a collection of failure particles to determine the approximate position of the crack. Chen et al. [36] simulated many fracture problems by this method and developed a failure criterion based on a bifurcation analysis. Yang et al. [30] simulated fragmentation
based on the Gurson model and random failure. Yang et al. [37] also simulated crack evolution by an improved decohesion model. This kind of method usually has difficulties in calculating the fracture parameters since the crack surface is not explicit, which is of significance to the crack propagation.

In this paper, we propose a material point method/generalized interpolation material point method with enriched shape function (EMPM/EGIMP for short), which is capable of modelling crack problems. The EMPM/EGIMP introduces the basic ideas of the XFEM into the MPM/GIMP, allowing local enrichment functions to be easily incorporated into the MPM/GIMP background grid. Therefore, multiple velocity fields and multiple background meshes are unnecessary. The quantities of particle (such as displacement, velocity) can be approximated by the standard finite element approximation and the discontinuous enrichment. For the simulation of the crack, only the nodes in the region around the crack are enriched by additional degrees of freedom and a discontinuous function is chosen as the enrichment function to model the jump in displacement across the crack line. To improve the efficiency, a mass lumping technique is also proposed which makes the EMPM/EGIMP be implemented easily in a conventional MPM/GIMP code, such as MPM3D [28], so that the EMPM/EGIMP costs only a little extra computation effort compared to the original MPM/GIMP. For tracking the crack line (surface in 3D), the EMPM/EGIMP employs the level set method (LSM). The level set function values, containing the information of the crack surface, are carried by the particles just as the other physical quantities, which is compatible with the MPM/GIMP framework. The proposed EMPM/EGIMP shows good performance in all the numerical experiments including stress fields distribution, fracture parameters calculation and crack propagation.

The paper is organized as follows. Section 2 briefly reviews the governing equations and the conventional MPM/GIMP scheme. The detailed formulation of the proposed EMPM/EGIMP is presented in Section 3, which also describes the LSM used to track the crack line, time integration and update of particle characteristic variables. Section 4 presents the algorithm for computing fracture parameters and introduces the dynamic crack propagation law, while Section 5 gives several numerical examples to validate the proposed method. Finally, Section 6 draws a summary and some concluding remarks.

2. Material point method

2.1. Governing equations

Consider the material domain \( \Omega \) subjected to traction and displacement boundary conditions. The governing equations in updated Lagrange frame are given by

\[
\rho(\mathbf{X}, t) J(\mathbf{X}, t) = \rho_0(\mathbf{X}) \quad \text{in} \quad \Omega
\]

\[
\sigma_{ij,j} + \rho b_i - \rho \ddot{u}_i = 0 \quad \text{in} \quad \Omega
\]

with boundary conditions

\[
\sigma_{ij}n_j = \bar{t}_i \quad \text{on} \quad \Gamma_t
\]

\[
u_i = \bar{u}_i \quad \text{on} \quad \Gamma_u
\]

where \( \rho \) is the current density, \( \mathbf{X} \) is the Lagrange coordinate, \( t \) is the current time, \( J \) is the Jacobian determinant, \( \sigma_{ij} \) is the Cauchy stress, \( b_i \) is the body force per unit mass, \( \ddot{u}_i \) is the acceleration and subscripts \( i \) and \( j \) indicate the components of the spatial variables following Einstein convention, \( n_j \) is the unit outward normal, \( u_i \) is the displacement, \( \Gamma_t \) and \( \Gamma_u \) are the prescribed traction boundary and displacement boundary of \( \Omega \), respectively.

Taking the virtual displacement \( \delta u_i |_{\Gamma_u} = 0 \) as the test functions, the weak form of the momentum Eq. (2) and traction boundary Eq. (3) can be obtained as

\[
\int_\Omega \rho \ddot{u}_i \delta u_i d\Omega + \int_\Omega \sigma_{ij} \delta u_{i,j} d\Omega - \int_\Omega \rho b_i \delta u_i d\Omega - \int_{\Gamma_t} \bar{t}_i \delta u_i d\Gamma = 0.
\]

2.2. MPM solution scheme

In the MPM, the material domain \( \Omega \) is discretized into a collection of particles, and the background grid serves as a computational scratch pad to solve the equation of momentum. At every time step the particles are attached to the
background grid. Therefore, the particle displacement $u_{ip}$ can be obtained by interpolating the grid nodal displacement $u_{iI}$ as

$$u_{ip} = N_{ip}u_{iI}$$  \hspace{1cm} (6)$$

where the subscript $p$ denotes the variables associated with the particle $p$, the subscript $I$ denotes the variables associated with the grid node $I$ following Einstein convention, and $N_{ip}$ is the shape function of node $I$ evaluated at the position of particle $p$.

Taking the particles as the quadrature points in the weak form Eq. (5) and applying the arbitrariness of the virtual displacement $\delta u_{iI}$ lead to

$$\dot{p}_{iI} = m_{iI}\ddot{u}_{iI} = f_{iI}^{int} + f_{iI}^{ext}$$  \hspace{1cm} (7)$$

where

$$p_{iI} = m_{iI}v_{iI}$$  \hspace{1cm} (8)$$
is the grid nodal momentum,

$$m_{iI} = \sum_{p=1}^{n_p} N_{ip}m_{p}$$  \hspace{1cm} (9)$$
is the lumped grid nodal mass by row summation,

$$f_{iI}^{int} = -\sum_{p=1}^{n_p} m_{p}N_{ip}\sigma_{ijp}$$  \hspace{1cm} (10)$$
is the internal nodal force, and

$$f_{iI}^{ext} = \sum_{p=1}^{n_p} m_{p}N_{ip}b_{ip}$$  \hspace{1cm} (11)$$
is the external nodal force. The traction term is omitted in Eq. (11) for simplicity.

2.3. GIMP

The MPM would produce noise in the numerical solution while material points cross background grid boundaries, called cell crossing noise [17]. To alleviate the cell crossing noise, Bardenhagen [19] first proposed the GIMP, which uses a Petrov–Galerkin discretization scheme and discretizes the material domain as a collection of particles defined by a characteristic function $\chi_p$. The characteristic function defines the spatial volume occupied by the particle and should be a partition of unity in the initial configuration. Then, any material property (density, velocity, acceleration, etc.) can be approximated as

$$f(x) = \sum_{p=1}^{n_p} f_p\chi_p(x).$$  \hspace{1cm} (12)$$

The test function is chosen as

$$\delta u_i = N_i\delta u_{iI}.$$  \hspace{1cm} (13)$$

Substituting Eqs. (12) and (13) into the weak form Eq. (5) and applying the arbitrariness of the virtual displacement $\delta u_{iI}$, the grid nodal momentum equations of the GIMP can be obtained as

$$\dot{p}_{iI} = f_{iI}^{int} + f_{iI}^{ext}$$  \hspace{1cm} (14)$$

where

$$p_{iI} = \sum_{p=1}^{n_p} S_{ip}p_{ip}$$  \hspace{1cm} (15)$$
\[ f_{int}^l = - \sum_{p=1}^{n_p} \sigma_{ijp} S_{lp,j} V_p \]  
\[ f_{ext}^l = \sum_{p=1}^{n_p} m_p S_{lp,b_{lp}}. \]

\( V_p \) is the particle volume defined by the spatial integral of \( \chi_p \), and

\[ S_{lp} = \frac{1}{V_p} \int_{\Omega_p \cap \Omega} \chi_p (x) N_l (x) \, d\Omega \]  
is the GIMP shape function. When the characteristic function is chosen as

\[ \chi_p (x) = \delta (x - x_p) V_p \]

where \( x_p \) is the particle position, then the GIMP degenerates into the MPM.

The simplest characteristic function in 1D cases is

\[ \chi_p (x) = \begin{cases} 1, & x \in \Omega_p \\ 0, & \text{otherwise} \end{cases} \]  

where \( \Omega_p \) depends on the particle domain. This particle characteristic function defines “contiguous particles”, so the corresponding GIMP was denoted as the contiguous particle GIMP (cpGIMP) \cite{38}. The grid shape function \( N_l \) is usually selected (for one dimension) as

\[ N_l (x) = \begin{cases} 0, & |x - x_l| \geq L \\ 1 + (x - x_l) / L, & -L < x - x_l \leq 0 \\ 1 - (x - x_l) / L, & 0 < x - x_l < L \end{cases} \]  

where \( x_l \) is the node position and \( L \) is the cell length. Substituting Eqs. (20) and (21) into Eq. (18) results in the GIMP shape function with \( C^1 \) continuity (for one dimension) as follows:

\[ S_{lp} = \begin{cases} 0, & |x_p - x_l| \geq L + l_p \\ \frac{(L + l_p + (x_p - x_l))^2}{4Ll_p}, & -L - l_p < x_p - x_l \leq -L + l_p \\ 1 + \frac{x_p - x_l}{L}, & -L + l_p < x_p - x_l \leq -l_p \\ 1 - \frac{(x_p - x_l)^2 + l_p^2}{2Ll_p}, & -l_p < x_p - x_l \leq l_p \\ 1 - \frac{x_p - x_l}{L}, & l_p < x_p - x_l \leq L - l_p \\ \frac{(L + l_p - (x_p - x_l))^2}{4Ll_p}, & L - l_p < x_p - x_l \leq L + l_p, \end{cases} \]

where \( l_p \) is half-length of the particle. In this paper, uGIMP \cite{38} is used, in which the particle size is kept fixed. If there are two particles in one cell (for one-dimension), we have \( l_p = L/4 \), and \( S_{lp} \) is simplified as

\[ S_{lp} (\xi) = \begin{cases} 7 - 16\xi^2, & \xi \leq 0.25 \\ 8, & 0.25 < \xi \leq 0.75 \\ (5 - 4\xi)^2, & 0.75 < \xi \leq 1.25 \\ 16, & \xi > 1.25 \end{cases} \]  

where \( \xi = |(x_p - x_l) / L| \). For three-dimensional problems, the shape function is given as

\[ S_{lp} (x) = S_{lp} (\xi) S_{lp} (\eta) S_{lp} (\zeta) \]

where \( \eta = |(y_p - y_l) / L|, \xi = |(z_p - z_l) / L| \).
3. Material point method with enriched functions

3.1. Crack surface tracking by level set method

We employ the level set method [39] to describe the crack, which is one of the numerical methods tracking the discontinuous surface (such as crack, and boundary). In this section, the level set functions for the description of the crack are introduced. The crack with the crack tip is described by two level set functions. One describes the crack line (surface in 3D) and the other is used to find the crack tip. Therefore, we define the level set function $\psi$ as the signed normal distance from particle $p$ to the crack line ($\psi = 0$ defines the crack surface) and $\varphi$ as the signed normal distance from particle $p$ to the line which is perpendicular to the crack line and goes through the crack tip (the crack tip is on the line, $\varphi = 0$). Then the intersection is the crack tip as shown in Fig. 1.

At the end of every time step, the deformed grid is discarded, so the crack information should be carried by particles. The particles level set values are calculated in the initial configuration and remain unchanged as the analysis proceeds unless the crack propagates. The algorithm for calculating the level set values was presented in detail by Belytschko et al. [39]. At the beginning of every time step, the grid nodal level set values are extrapolated from particle level set values as

$$
\psi_I = \frac{\sum_{p=1}^{n_p} N_{lp} V_p \psi_p}{\sum_{p=1}^{n_p} N_{lp} V_p}, \quad \varphi_I = \frac{\sum_{p=1}^{n_p} N_{lp} V_p \varphi_p}{\sum_{p=1}^{n_p} N_{lp} V_p}
$$

where $\psi_I = \psi(x_I)$, $\psi_p = \psi(x_p)$, $\varphi_I = \varphi(x_I)$, $\varphi_p = \varphi(x_p)$, $V_p$ is the particle volume and $n_p$ is the number of the particles located in the cells containing the grid node $I$. The crack tip cells and cracked through cells can be identified by

$$
\psi_{\text{cell}}^\text{max} \psi_{\text{cell}}^\text{min} < 0 \text{ and } \psi_{\text{cell}}^\text{max} \psi_{\text{cell}}^\text{min} < 0 \rightarrow \text{crack tip cell} \quad (26)
$$

$$
\psi_{\text{cell}}^\text{max} \psi_{\text{cell}}^\text{min} < 0 \text{ and } \psi_{\text{cell}}^\text{max} \psi_{\text{cell}}^\text{min} > 0 \rightarrow \text{crack through cell} \quad (27)
$$

3.2. Discontinuous enrichment

The displacement and velocity fields are continuous in the conventional MPM. In order to model cracks across which the displacement and velocity are discontinuous, the displacement of particle $p$ can be approximated as

$$
u_{ip} = \sum_{I=1}^{n_n} N_{lp} u_{iI} + \sum_{R=1}^{n_e} H_{Rp} q_{iR}
$$

where the first term in the right hand side of Eq. (28) is the standard finite element approximation and the second term is the discontinuous enrichment. In the above, $u_{iI}$ is the standard nodal degrees of freedom, $q_{iR}$ is the enriched nodal degrees of freedom, $n_n$ is the number of all grid nodes, $n_e$ is the number of enriched grid nodes and $H_{Rp}$ represents
the relationship between the node \( R \) and the particle \( p \). If they are located in the same side of the crack then \( H_{Rp} = 1 \), otherwise \( H_{Rp} = -1 \). Namely

\[
H_{Rp} = H(\psi_R, \psi_p) = \begin{cases} 
1 & \text{if } \text{sign}(\psi_R) = \text{sign}(\psi_p) \\
-1 & \text{if } \text{sign}(\psi_R) \neq \text{sign}(\psi_p). 
\end{cases}
\] (29)

Note that only the nodes whose supports are cut by a crack are required to be enriched, so the EMPM costs only a little extra computation effort compared to the original MPM.

3.3. EMPM formulation

Substituting Eq. (28) into the weak form Eq. (5) leads to the discrete formulation of the proposed EMPM as

\[
\sum_{p=1}^{n_p} m_p \left[ \sum_{I=1}^{n_a} N_{I \rho} \delta u_{i I} + \sum_{R=1}^{n_c} H_{R \rho} N_{R \rho} \delta q_{i R} \right] \left[ \sum_{J=1}^{n_a} N_{J \rho} \ddot{u}_{i J} + \sum_{L=1}^{n_c} H_{L \rho} N_{L \rho} \ddot{q}_{i L} \right] \\
+ \sum_{p=1}^{n_p} \frac{m_p}{\rho_p} \sigma_{ijp} \left[ \sum_{I=1}^{n_a} N_{I \rho, j} \delta u_{i I} + \sum_{R=1}^{n_c} H_{R \rho, j} \delta q_{i R} \right] \\
= \sum_{p=1}^{n_p} m_p b_{ijp} \left[ \sum_{I=1}^{n_a} N_{I \rho} \delta u_{i I} + \sum_{R=1}^{n_c} H_{R \rho} N_{R \rho} \delta q_{i R} \right].
\] (30)

Invoking the arbitrariness of \( \delta u_{i I} \) and \( \delta q_{i R} \), Eq. (30) can be rewritten in matrix form as

\[
\begin{bmatrix} [m_{IJ}] & [m_{IL}] \\ [m_{RJ}] & [m_{RL}] \end{bmatrix} \begin{bmatrix} [\ddot{u}_{i J}] \\ [\ddot{q}_{i L}] \end{bmatrix} = \begin{bmatrix} [f_{ij}] \\ [f_{i R}] \end{bmatrix}
\] (31)

where

\[
m_{IJ} = \sum_{p=1}^{n_p} m_p N_{I \rho} N_{J \rho}, \quad m_{IL} = \sum_{p=1}^{n_p} m_p N_{I \rho} H_{L \rho} N_{L \rho}
\] (32)

\[
m_{RJ} = \sum_{p=1}^{n_p} m_p H_{R \rho} N_{R \rho} N_{J \rho}, \quad m_{RL} = \sum_{p=1}^{n_p} m_p H_{R \rho} N_{R \rho} H_{L \rho} N_{L \rho}
\] (33)

\[
f_{ij} = -\sum_{p=1}^{n_p} \frac{m_p}{\rho_p} N_{I \rho, j} \sigma_{ijp} + \sum_{p=1}^{n_p} m_p N_{I \rho} b_{ijp}
\] (34)

\[
f_{i R} = -\sum_{p=1}^{n_p} \frac{m_p}{\rho_p} H_{R \rho, j} \sigma_{ijp} + \sum_{p=1}^{n_p} m_p H_{R \rho} N_{R \rho} b_{ijp}.
\] (35)

The terms \( f_{ij} \) and \( f_{i R} \) are the \( i \)th component of the conventional nodal force vector of grid node \( I \) and the enriched nodal force vector of grid node \( R \) respectively, which include both internal and external forces. Note that Eq. (31) gives the consistent mass matrix. \( m_{IJ} \) and \( m_{RL} \) correspond to the conventional and enriched degrees of freedom respectively, while \( m_{IL} \) and \( m_{RJ} \) are the coupled terms. The consistent mass matrix leads to a significant increase of cost. To improve solution efficiency, the lumped form of mass matrix is used. However, the subscripts, \( I \) and \( J \), correspond to all the nodes as in the conventional MPM, while \( R \) and \( L \) just represent the enriched nodes. Therefore, the coupled mass matrices \( m_{IL} \) and \( m_{RJ} \) in Eq. (31) are not the square matrices, which causes the difficulties in lumping the nodal mass by row summation. Therefore, we introduced the enriched nodal degrees of freedom for those unenriched nodes to expand the mass matrices to square matrices.

Note that the matrices \( [m_{IJ}] \) and \( [m_{RJ}] \) can be lumped by the method used in the conventional MPM, while \( [m_{IL}] \) and \( [m_{RL}] \) cannot. To lump \( [m_{IL}] \) and \( [m_{RL}] \), we need to use the characteristics of the function \( H \). According to the definition, we have

\[
H_{I \rho} H_{L \rho} = 1
\] (36)
\[ H_{lp} H_{lp} = H_{ll} \]  

where \( H_{ll} \) is defined by the same way with \( H_{lp} \), namely

\[ H_{ll} = H(\psi_I, \psi_L) = \begin{cases} 
1 & \text{if sign}(\psi_I) = \text{sign}(\psi_L) \\
-1 & \text{if sign}(\psi_I) \neq \text{sign}(\psi_L).
\end{cases} \]  

Substituting Eqs. (36) and (37) into Eq. (31) leads to

\[ m_{ll} = \sum_{p=1}^{n_p} m_p N_{lp} (H_{lp} H_{lp}) H_{lp} N_{lp} = \sum_{p=1}^{n_p} m_p H_{lp} m_{ll} \]  

where the indices \( I, J, R \) and \( L \) have the same range of values, then all the submatrices are the square matrices. Substituting (39) and (40) into Eq. (31) leads to

\[
\begin{bmatrix}
[m_{jj}] \\
[m_{jl}^*]
\end{bmatrix}
\begin{bmatrix}
\{u_{ii}\} \\
\{\tilde{\psi}_{ii}\}
\end{bmatrix}
= \begin{bmatrix}
\{f_{ii}\}
\end{bmatrix},
\]  

where

\[
m_{jj} = \sum_{p=1}^{n_p} m_p N_{lp} N_{jp}, \quad m_{jl}^* = \sum_{p=1}^{n_p} m_p H_{lp} N_{lp} N_{lp} \]  

and

\[
m_{jj}^* = \sum_{p=1}^{n_p} m_p H_{lp} N_{lp} N_{jp}, \quad m_{ll} = \sum_{p=1}^{n_p} m_p N_{lp} N_{lp}.
\]  

Then we can lump the above matrices as

\[
m_I = \sum_{j=1}^{n_a} m_{jj} = \sum_{L=1}^{n_a} m_{ll} = \sum_{p=1}^{n_p} m_p N_{lp} \]  

and

\[
m_I^* = \sum_{j=1}^{n_a} m_{jj}^* = \sum_{L=1}^{n_a} m_{ll}^* = \sum_{p=1}^{n_p} m_p H_{lp} N_{lp}.
\]  

Therefore, Eq. (41) is simplified by invoking \( H_{ll} = 1 \) as

\[
\begin{bmatrix}
\{\hat{\dot{u}}_{ii}\}
\{\hat{\tilde{\psi}}_{ii}\}
\end{bmatrix}
= \begin{bmatrix}
[m_I] \\
[m_{II}^*]
\end{bmatrix}
\begin{bmatrix}
\{\dot{u}_{ii}\} \\
\{\dot{\tilde{\psi}}_{ii}\}
\end{bmatrix}
= \begin{bmatrix}
\{f_{ii}\}
\end{bmatrix}.
\]  

This is the final formulation where the coupled terms are reserved, which is very different with the conventional MPM. However, to simulate the problem including cracks, Eq. (46) should be solved, where \( \hat{\dot{u}}_{ii} = m_I \dot{u}_{ii} + m_{II}^* \dot{\tilde{\psi}}_{ii} \) is no longer the rate of change of the regular nodal momentum. The aim we calculate \( \tilde{\psi}_{ii} \) and \( \dot{\tilde{\psi}}_{ii} \) is to update the physical quantities of particles. Since we have introduced the enriched nodal degrees of freedom for those unenriched nodes in Eq. (28), the acceleration of particle \( p \) can be rewritten as

\[
\tilde{u}_{ip} = \sum_{l=1}^{n_a} N_{lp} (\tilde{u}_{II} + H_{lp} \tilde{\psi}_{II}).
\]  

Therefore, we do not need to solve Eq. (46) directly, because we only need the combined term \( \tilde{u}_{II} + H_{lp} \tilde{\psi}_{II} \) to update the particle accelerations. Taking node \( I \) as an example, multiplying the second equation in Eq. (46) by \( H_{lp} \) and then adding to the first equation result in

\[
\hat{\dot{u}}_{ii} + H_{lp} \hat{\dot{\psi}}_{ii} = (m_I + H_{lp} m_I^*) \dot{u}_{ii} + (m_{II}^* + H_{lp} m_I) \dot{\tilde{\psi}}_{ii}
\]  

where \( m_I \) and \( m_{II}^* \) are the two lumped masses for node \( I \) defined by Eqs. (44) and (45), and \( p \) represents the particle
we are updating. Invoking Eq. (36), Eq. (48) can be rewritten as
\[ \ddot{u}_{iI} + H_{Ip} \dot{q}_{iI} = \frac{\ddot{p}_{iI} + H_{Ip} \dot{p}_{iI}^*}{m_I + H_{Ip} m_I^*}. \] (49)

Substituting Eq. (49) into Eq. (47) gives
\[ \ddot{u}_{ip} = \sum_{l=1}^{n_p} N_{lp} \left( \frac{\ddot{p}_{iI} + H_{Ip} \dot{p}_{iI}^*}{m_I + H_{Ip} m_I^*} \right). \] (50)

Eq. (50) is what we used in this paper to update the particle quantities. For the nodes which are not enriched by the crack, the particles in its influence domain are always at the same side of the crack, which means \( H_{Ip} = 1 \) all the time. Then we find that \( \ddot{p}_{iI} = \dot{p}_{iI}^* \) and \( m_I = m_I^* \), so Eq. (50) is degenerated to
\[ \ddot{u}_{ip} = \sum_{l=1}^{n_p} N_{lp} \ddot{p}_{iI}. \] (51)

Eq. (51) is the same with the equation in the conventional MPM and \( \ddot{p}_{iI} \) is the rate of change of the nodal momentum in \( i \)th direction. Therefore, the EMPM degenerates to the conventional MPM when there is no crack. That is to say, only the nodes in the region around the crack need to be enriched in computer implementation, although we introduced the enriched nodal degrees of freedom for those unenriched nodes to lump the mass matrix. Hence the EMPM costs only a little extra computation effort compared to the original MPM. Furthermore, we can observe that the expressions for node force and matrix in the EMPM are very similar to that in the conventional MPM, although the additional nodal degrees of freedom are introduced in the EMPM. Therefore, the EMPM is easy to be implemented in a conventional MPM code, such as the MPM3D code [28].

3.4. EGIMP formulation

The enriched shape function can also be incorporated in the GIMP to make it capable of modelling crack problems. The virtual displacement in the GIMP can be enriched similarly as
\[ \delta u_i(x) = \sum_{l=1}^{n_p} N_{I} (x) \delta u_{iI} + \sum_{R=1}^{n_c} H_{R} (x) N_R (x) \delta q_{iR} \] (52)

where \( x \) is the spatial position and \( H_{R} (x) = H (\psi_R, \psi(x)) \) as defined in Eq. (29). In the GIMP, it is a reasonable assumption that the whole region \( \Omega_{p} \) for particle \( p \) is at the same side of the crack, which results in \( \text{sign}(\psi(x)) = \text{sign}(\psi_{p}) \) in the volume \( \Omega_{p} \). Thus
\[ H_{R} (x) = H (\psi_{p}, \psi(x)) = H (\psi_{p}, \psi_{p}) = H_{R_{p}}, \quad x \in \Omega_{p}. \] (53)

Substituting Eqs. (12) and (52) into the weak form Eq. (5) gives
\[ \sum_{p=1}^{n_p} \int_{\Omega_{p} \cap \Omega} \hat{p}_{ip} b_{ip} \chi_{p} \left[ \sum_{l=1}^{n_p} N_{I} (x) \delta u_{iI} + \sum_{R=1}^{n_c} H_{R_{p}} N_{R} (x) \delta q_{iR} \right] d\Omega \\
+ \sum_{p=1}^{n_p} \int_{\Omega_{p} \cap \Omega} \sigma_{ijp} \chi_{p} \left[ \sum_{l=1}^{n_p} N_{I,j} (x) \delta u_{iI} + \sum_{R=1}^{n_c} H_{R_{p,j}} N_{R,j} (x) \delta q_{iR} \right] d\Omega \\
= \sum_{p=1}^{n_p} \int_{\Omega_{p} \cap \Omega} \rho_{p} b_{ip} \chi_{p} \left[ \sum_{l=1}^{n_p} N_{I} (x) \delta u_{iI} + \sum_{R=1}^{n_c} H_{R_{p}} N_{R} (x) \delta q_{iR} \right] d\Omega. \] (54)

Here we also introduced the enriched nodal degrees of freedom for those unenriched nodes similar to the EMPM. Invoking the arbitrariness of \( \delta u_{iI} \) and \( \delta q_{iR} \), Eq. (54) can be rewritten in matrix form as
\[ \begin{bmatrix} \ddot{p}_{iI} \\ \ddot{p}_{iR} \end{bmatrix} = \begin{bmatrix} f_{iI} \\ f_{iR} \end{bmatrix} \] (55)
where

\[
p_{i1} = \sum_{p=1}^{n_p} S_{lp} p_{lp}, \quad p_{iR}^* = \sum_{p=1}^{n_p} H_{Rp} S_{Rp} p_{lp}
\]

\[
f_{i1} = -\sum_{p=1}^{n_p} \sigma_{ijp} S_{lp,j} V_p + \sum_{p=1}^{n_p} m_p S_{lp} b_{lp},
\]

\[
f_{iR}^* = -\sum_{p=1}^{n_p} \sigma_{ijp} H_{Rp} S_{Rp,j} V_p + \sum_{p=1}^{n_p} m_p H_{Rp} S_{Rp} b_{lp}
\]

where \( S_{lp} \) and \( S_{Rp} \) are the GIMP shape functions as defined in Eq. (18). Then the displacement of particle \( p \) can be approximated by the GIMP with enriched shape function as

\[
u_{ip} = \sum_{l=1}^{n_p} S_{lp} u_{il} + \sum_{R=1}^{n_c} H_{Rp} S_{Rp} q_{lR}.
\]

Substituting Eq. (59) into Eq. (55) gives

\[
\begin{bmatrix}
[m_{IJ}] \\
[m_{IL}] \\
[m_{RL}]
\end{bmatrix}
\begin{bmatrix}
[i_{iJ}] \\
[i_{iL}] \\
[i_{lR}]
\end{bmatrix}
= \begin{bmatrix}
f_{i1} \\
f_{iR}^*
\end{bmatrix}
\]

(60)

where

\[
m_{IJ} = \sum_{p=1}^{n_p} m_p S_{lp} S_{lp} \\
m_{IL} = \sum_{p=1}^{n_p} m_p S_{lp} H_{lp} S_{lp} \\
m_{RL} = \sum_{p=1}^{n_p} m_p H_{Rp} S_{Rp} S_{lp}
\]

(61)

(62)

It should be noted that Eq. (60) is in the same form as Eq. (31) but replaces the MPM shape function with the GIMP shape function. Since the GIMP shape function is also a partition of unity, the mass matrix can be lumped in the same way as the EMPM and will not be repeated here.

3.5. Explicit time integration

Eq. (49) can be solved using the leapfrog explicit integration scheme as shown in Fig. 2 [17]. Hence, the two types of nodal momentum can be updated as

\[
p_{i1}^{n+1/2} = p_{i1}^{n-1/2} + f_{i1}^n \Delta t^n
\]

(63)

\[
p_{iR}^{*,n+1/2} = p_{iR}^{*,n-1/2} + f_{iR}^n \Delta t^n
\]

(64)

where the superscript \( n \) represents the time step. The particle position and velocity can be obtained by Eq. (50) as follows,

\[
x_{ip}^{n+1} = x_{ip}^n + \Delta t^n \sum_{l=1}^{n_p} N_{ip}^n p_{l1}^{n+1/2} + H_{lp}^n p_{l1}^{*,n+1/2} \over m_l^n + H_{lp}^n m_l^{*n}
\]

\[
v_{ip}^{n+1/2} = v_{ip}^{n-1/2} + \Delta t^n \sum_{l=1}^{n_p} N_{ip}^n f_{l1}^n + H_{lp}^n f_{l1}^{*,n} \over m_l^n + H_{lp}^n m_l^{*n}.
\]

(65)

The shape function \( N_{ip}^n \) should be replaced by \( S_{lp}^n \) for the EGIMP.

4. Crack propagation modelling

4.1. \( J \)-integral and stress intensity factor calculation

The proposed EMPM/EGIMP method extends the ability of modelling cracks in the MPM/GIMP framework. To implement the crack propagation for simulating the whole process of fracture, the next mission is to calculate the
fracture parameters of the crack tip such as the energy release rate $G$ and stress intensity factors $K$. This section introduces the calculation of $J$-integral around a crack tip, a key fracture parameter put forward by Cherepanov [40] and Rice [41] independently. Then we partition the $J$-integral into stress intensity factors $K_1$ and $K_2$, whose implementation has been described previously in CRAMP [42,43].

The key to the method is the calculation of the $J$-integral. Although the concept of $J$-integral was developed for quasi-static problems without considering the influence of the kinetic energy, it was later extended to dynamic problems by including kinetic energy. The definition of the dynamic $J$-integral components $J_m (m = 1, 2)$ is given by [44,45]

$$J_m = \lim_{\varepsilon \to 0} \int_{\Gamma_{\varepsilon}} \left[ (W + E) n_m - \sigma_{ij} n_j \frac{\partial u_i}{\partial x_m} \right] d\Gamma$$

(66)

$$= \int_{\Gamma} \left[ (W + E) n_m - \sigma_{ij} n_j \frac{\partial u_i}{\partial x_m} \right] d\Gamma + \int_{A(\Gamma)} \rho \left[ \frac{\partial^2 u_i}{\partial t^2} \frac{\partial u_i}{\partial x_m} - \frac{\partial u_i}{\partial t} \frac{\partial^2 u_i}{\partial t \partial x_m} \right] dA$$

(67)

where $W$ is the stress work density, which is obtained by integrating $dW = \sigma_{ij} d\varepsilon_{ij}$, $E = \frac{1}{2} \rho \dot{u}_i \dot{u}_i$ is the kinetic energy density, $\sigma_{ij}$ is the stress, $\varepsilon_{ij}$ is the strain, $n_m$ is the $m$th components of the unit normal to the integration contour ($\Gamma$ or $\Gamma_{\varepsilon}$), $\partial u_i / \partial x_m$ is the displacement gradient, and $\partial u_i / \partial t$ is the velocity. The $\Gamma$ is an arbitrary integration contour around the crack tip, while $\Gamma_{\varepsilon}$ is the integration contour around the crack tip with the maximum radius $\varepsilon$. The $A(\Gamma)$ is the integration area enclosed by the contours $\Gamma$ and $\Gamma_{\varepsilon}$. The result is path independent for static problem due to the area integral cancelled. For the dynamic problem, the property will be lost because the transmission of the energy to different paths depends on the time stress waves reach the path.

In this paper, Eq. (67) is computed by numerical integral over a path close to the crack tip, which has been proved to be precise enough previously [42]. With the path independence, a square curve on the background grid is chosen as shown in Fig. 3. The curve $\Gamma$ is centred on the cell containing the crack tip and is denoted by an odd number $n$ where $n$ is the length of the square ($n = 3$ in Fig. 3).

We first identify the cell containing the crack tip, then the contour nodes can be easily identified. With the level set values the crossing point (where the crack surfaces cross the integration contour) can also be easily located. From the lower crack surface to the upper crack surface we set the integration points clockwise as shown in Fig. 3. Next
the integration data of these nodes are calculated by the local weighted least square method, which is different from the extrapolation. As shown in Fig. 3, the information of node $I$ is calculated by the particles described by hollow circles whose weights are calculated from the shape function $N_I(x)$ in the conventional MPM. The distance between the particle and the node is less than one cell length in $x$ or $y$ direction and they are located on the same side of the crack. The method deals with the crossing point without extra effort. The integral is then evaluated using a simple midpoint numerical integration rule as

$$J_m = \sum_{k=1}^{n_J-1} \frac{F_m^{(k)} + F_m^{(k+1)}}{2} \Delta \frac{k}{2} \quad m = 1, 2$$

(68)

$$F_m^{(k)} = \left( W^{(k)} + E^{(k)} \right) n_m^{\delta (k)} - \sigma_{ij}^{(k)} n_j^{\delta (k)} \frac{\partial u_{ij}^{(k)}}{\partial x_m}$$

(69)

where subscript $k$ denotes integration points and $n_J$ denotes total number of integration points.

Once the $J$-integral is obtained, the dynamic energy release rate for elastic material, $G$, is given by [46]

$$G = J_1 \cos \theta + J_2 \sin \theta$$

where $\theta$ is the crack angle relative to the $x$-axis. Under the assumption of linear–elastic and homogeneous material, the relations between $G$ and the stress intensity factors, $K_I$ and $K_{II}$, are given [47] by

$$K_I = \delta_I \left\{ \frac{2\mu G \beta_2}{A_1 (\delta_I^2 + \delta_{II}^2 \beta_1)} \right\}^{1/2}$$

(70)

$$K_{II} = \delta_{II} \left\{ \frac{2\mu G \beta_1}{A_{II} (\delta_I^2 + \delta_{II}^2 \beta_1)} \right\}^{1/2}$$

(71)

where $\mu$ is the shear modulus, $\delta_I$ and $\delta_{II}$ are the crack opening and shearing displacements respectively. The massless points are employed to track the crack opening displacements as CRAMP, which move with the background mesh just like the particle but have no influence to the grid node. The detailed expressions for the crack-velocity functions ($\beta_1$, $\beta_2$, $A_1$, $A_{II}$) are [48]

$$\beta_1 = \left( 1 - C^2/C_d^2 \right)^{1/2}$$

(72)

$$\beta_2 = \left( 1 - C^2/C_s^2 \right)^{1/2}$$

(73)

$$A_1 = \frac{\beta_1 (1 - \beta_2^2)}{4\beta_1 \beta_2 - (1 + \beta_2^2)^2}$$

(74)

$$A_{II} = \frac{\beta_2 (1 - \beta_2^2)}{4\beta_1 \beta_2 - (1 + \beta_2^2)^2}$$

(75)

where $C$ is the crack propagation velocity, $C_d$ and $C_s$ are the dilatational and shear-wave speeds, which depend on the material constants by

$$C_d^2 = \frac{\kappa + 1}{\kappa - 1} \frac{\mu}{\rho}, \quad C_s^2 = \frac{\mu}{\rho}$$

(76)

and

$$\kappa = \begin{cases} (3 - \nu) / (1 + \nu) & \text{(plane stress)} \\ 3 - 4\nu & \text{(plane strain)} \end{cases}$$

(77)

where $\nu$ is the Poisson’s ratio. When the crack velocity is zero, Eqs. (70) and (71) are simplified [42] to

$$K_I = \begin{cases} \delta_I \sqrt{G E} & \text{(plane stress)} \\ \delta_{II} \sqrt{G E / (1 - \nu^2)} & \text{(plane strain)} \end{cases}$$

(78)
\[
K_{II} = \begin{cases} 
\frac{\delta_{II}}{\delta} \sqrt{G E} & \text{(plane stress)} \\
\frac{\delta_{II}}{\delta} \sqrt{\frac{G E}{1 - \nu^2}} & \text{(plane strain)} 
\end{cases}
\]

where \( E \) is the tensile modulus.

4.2. Dynamic crack propagation law

In this paper, “the maximum stress criterion” is used as the fracture criterion, which was first studied by Erdogan and Sih \[49\] in 1963, both experimentally and analytically. The fracture criterion was stated as “the crack will start to grow from the tip in the direction along which the tangential stress \( \sigma_\theta \), is maximum and the shear stress \( \tau_{r\theta} \), is zero”. Based on this criterion, the maximum hoop stress angle \( \theta_c \) can be obtained by maximizing the hoop stress near the crack tip as \[50\]

\[
\theta_c = 2\arctan \left[ \frac{1}{4} \left( \frac{K_I}{K_{II}} - \text{sign}(K_{II}) \left( 8 + \left( \frac{K_I}{K_{II}} \right) \right)^{1/2} \right) \right].
\]

(80)

Then the corresponding maximum hoop stress intensity \( K^* \) can be calculated \[51\] by

\[
K^* = \cos^3 \left( \frac{\theta_c}{2} \right) K_I - \frac{3}{2} \cos \left( \frac{\theta_c}{2} \right) \sin (\theta_c) K_{II}.
\]

(81)

The crack propagates when the dynamic maximum hoop stress intensity factor \( K^* \) reached the dynamic crack initiation toughness \( K_{IC} \), which is a material property and can be obtained from experiments. During the crack propagation, the crack speed is determined by making the maximum hoop stress intensity factor \( K^* \) equals the dynamic crack growth toughness \( K_{ID} \). The relationship between the dynamic crack initiation toughness and the dynamic crack growth toughness is \[51,52\]

\[
K_{ID}(\dot{a}) = \frac{K_{IC}}{1 - \left( \frac{C_R}{C_R} \right)}
\]

(82)

where \( C_R \) is the velocity of the Rayleigh waves. Thus the crack velocity \( C \) can be obtained from Eq. (82) as

\[
C = \begin{cases} 
0 & \text{if } K^* < K_{IC} \\
C_R \left( 1 - \frac{K_{IC}}{K^*} \right) & \text{otherwise.}
\end{cases}
\]

(83)

So a crack increment is defined by \( \Delta l = C \Delta t \), where \( \Delta t \) is the time step in the explicit algorithm.

5. Numerical examples and discussion

The proposed EMPM/EGIMP has been implemented in our MPM3D code \[17,28\], and several numerical examples are studied in this section to validate the method.

5.1. Opening crack in double cantilever beam

A double cantilever beam specimen (DCB) with a crack half way through the specimen at the mid-plane was end-loaded as shown in Fig. 4, which is the same as that calculated by Nairn \[33\]. This problem is studied in order to test the ability of the EMPM/EGIMP in modelling the crack. The material has a density of \( \rho = 1.5 \text{ g/cm}^3 \), Young modulus of \( E = 0.1 \text{ MPa} \) and Poisson ratio of \( \nu = 0.33 \). The end load is 0.4 mN and the specimen is 100 \( \times \) 24 \( \times \) 1 (in mm). A uniform grid with a cell size of 5 mm \( \times \) 3 mm is used (20 \( \times \) 8 background meshes in the initial configuration). Two particles are placed in each direction in all cells for all the tests in this paper.

As shown in Fig. 5, the crack opens along the discontinuous line defined in advance, which shows that the EMPM has the ability of modelling discontinuity. The colour in Fig. 5 denotes the distribution of \( \sigma_{xx} \) while the simulation is damped to the static solution. The stress field describes reasonable behaviour with tensile bending stress on the crack surface, compression stress on the top and bottom surface and concentrating stress around the crack tip.
To further test the performance of the EMPM/EGIMP, the $\sigma_{xx}$ stress component along the crack line obtained by the EMPM, EGIMP, CRAMP [33], FEM [33] and XFEM with ABAQUS is compared in Fig. 6a. In the XFEM analysis, $21 \times 9$ elements are used to avoid putting the crack exactly on the element boundary. The particle stresses are extrapolated by the standard shape function to find the stress at the mid-plane (except the crack tip where has the $r^{-1/2}$ singularity). Fig. 6a shows that the results obtained by the EMPM and EGIMP agree well with those obtained by the other methods, and there is no remarkable difference between EMPM and EGIMP results in this small deformation problem.

We plot the logarithmic graph as shown in Fig. 6b to study the $r^{-1/2}$ singularity near the crack tip based on the theory of linear–elastic fracture mechanics. To get more information near the crack tip, we refine the meshes, where EMPM/EGIMP has $100 \times 24$ background meshes in the initial configuration and XFEM uses $101 \times 25$ element meshes. We compare the results at the positions where the distance is less than 10 mm from the crack tip in the mid-plane. Fig. 6b shows that the slope is close to $-1/2$ when $\log_{10} x < 0.4$ and then the slope changes for all the methods, which is reasonable.

The most time consuming part of the EMPM/EGIMP is the calculation of the nodal level set values in each time step. The comparison of CPU time between MPM and EMPM, GIMP and EGIMP is studied by this example with
Table 1
CPU time of MPM, EMPM and EGIMP.

<table>
<thead>
<tr>
<th></th>
<th>MPM</th>
<th>EMPM</th>
<th>GIMP</th>
<th>EGIMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>8.696</td>
<td>9.819</td>
<td>20.363</td>
<td>22.571</td>
</tr>
</tbody>
</table>

Fig. 7. Specimen with a horizontal line crack at the mid-plane used to compare the static stress intensity factors. The loads are applied at \( t = 0 \) and keep constants, those magnitude is 0.0004 N.

Fig. 8. Stress distributions for two types of crack mode obtained by the EMPM. \( \sigma_{xx} \) scales from blue (lowest) to red (highest). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

size of 2.5 mm × 1.5 mm for 1000 ms. Table 1 listed the CPU time used by different methods, which shows that the EMPM/EGIMP with crack calculations will be approximately 10% slower than the MPM/GIMP.

In this simulation, the EMPM/EGIMP shows its ability of modelling cracks and gives accurate results as we expected. In the following sections, we will simulate different crack problems and calculate fracture parameters in the EMPM/EGIMP framework.

5.2. Static stress intensity factor

In this section, we calculate the stress intensity factors, \( K_I \) and \( K_{II} \), by the method introduced in Section 4 under the assumption of plane stress, two-dimensional linear elasticity and static conditions. Consider the edge crack specimens shown in Fig. 7 (the same geometry with that in Section 5.1), which is the same as that studied by Guo and Nairn [42]. The plate has a width of 100 mm, height of 24 mm and thickness of 1 mm with a 50 mm edge crack. It is fixed at the left end and subjected to loads \( P_u \) and \( P_d \) at the top and bottom of the right end. \( P_u = -P_d \) corresponds to the pure mode I crack load (double cantilever beam, DCB), while \( P_u = P_d \) corresponds to the pure mode II crack load (end-notched flexure, ENF). The material has a density of \( \rho = 1.5 \) g/cm\(^3\), Young modulus of \( E = 2300 \) MPa and Poisson ratio of \( \nu = 0.33 \). The simulation is damped to the static solution for comparison with the analytical solution. Three cases are simulated for each problem by employing different grid sizes (4 × 4 mm, 2 × 2 mm and 1 × 1 mm) to test convergence. There are 4 particles per cell all the time.

Fig. 8 illustrates the stress distributions obtained by the EMPM for two types of crack mode respectively. For the pure mode I, there are tensile bending stress on the crack surface, compression stress on the top and bottom surface and concentrating stress around the crack tip. However, for the pure mode II, there are bending stress on the bottom surface, compression stress on the top surface and both bending and compression stress around the crack tip.

For the DCB problem, the analytical solution of stress intensity factors is given by [53]

\[
K_{Ia} = 2\sqrt{3} \frac{P (a + \chi h)}{bh^{3/2}}
\]  

(84)
Fig. 9. Comparison of the stress intensity factors obtained by the EMPM and EGIMP with different mesh sizes from 1 mm × 1 mm up to 4 mm × 4 mm. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

\[ K_{Ia} = 0 \]  
where \( a \) is the length of the crack, \( h \) is the half height of the specimen and \( \chi = 2/3 \) for isotropic material.

For the ENF problem, the analytical solution of stress intensity factors is given by [54]

\[ K_{Ia} = 0 \]  
\[ K_{IIa} = \frac{3 \text{ Pa}}{bh^{3/2}} \sqrt{1 + \frac{2(1 + \nu)}{5} \left( \frac{h}{a} \right)^2} \]  
where \( \nu \) is Poisson ratio.

The time history of the stress intensity factors obtained by the EMPM/EGIMP for both DCB and ENF problems is shown in Fig. 9. At the beginning, the SIF increases from 0 with the reach of the stress wave. Then the values oscillate and tend to constant due to the damping. The static solutions agree well with the analytical solutions. For the DCB problem, even the coarsest mesh gives acceptable result. There is also no remarkable difference between EMPM and EGIMP results in this small deformation problem.

Furthermore, we simulate the mixed mode crack based on the means of the principle of superposition, which leads to \( P_u = 0.0008 \text{ N} \) and \( P_d = 0 \text{ N} \). The EMPM and EGIMP both use a grid size of 2 × 2 mm. The time history of the
stress intensity factors obtained by the EMPM and EGIMP is shown in Fig. 10. The EMPM/EGIMP result satisfies the superposition principle as expected.

5.3. Dynamic stress intensity factor

The calculation of fracture parameters under dynamic conditions is studied. Two specimens, a single edge notched tension (SENT) and a double edge notched plate (DENP) as shown in Fig. 11, are analysed under plane strain conditions.

For the SENT problem, the crack is pure mode I and the value of the applied stress is set to $\sigma_0 = 400$ MPa. The material has a density of $\rho = 5.0$ g/cm$^3$, Young modulus of $E = 200$ GPa and Poisson ratio of $\nu = 0.3$. The cell size is 0.5 mm and the particle space is 0.25 mm. The static, infinite-sheet stress intensity factor is given by

$$K_{I0} = \sigma_0 \sqrt{\pi a}.$$  \hspace{1cm} (88)

Fig. 12a compares the time history of dynamic stress intensity factors, $K_1$, obtained by the EMPM/EGIMP with those obtained by the CRAMP and the finite difference method [1]. The stress intensity factors are normalized by $K_{I0}$ obtained by Eq. (88). It is shown that the EMPM/EGIMP results agree well with other numerical results.

For the DENP problem, the crack is mixed mode and the value of the applied stress is set to $\sigma_0 = 200$ MPa. The specimen is not held in a special loading fixture, but is completely free. Only the upper half of the specimen

---

**Fig. 10.** The stress intensity factors for mixed mode crack.

**Fig. 11.** Specimen for dynamic stress intensity factors calculations. The loads are applied at $t = 0$ and keep constants.

(a) Time history of mode I stress intensity factor for the SENT specimen obtained by the EMPM, EGIMP, CRAMP and FDM.

(b) Time history of mode I and mode II stress intensity factors for the DENP specimen obtained by the EMPM, EGIMP, CRAMP and MLPG.

Fig. 12. Comparison of stress intensity factors obtained by different numerical methods.

is modelled due to symmetry. The nodal velocities in the y direction in the symmetry plane are set to zero. The material has a density of $\rho = 7.833 \text{ g/cm}^3$, Young modulus of $E = 210 \text{ GPa}$ and Poisson ratio of $\nu = 0.29$. The cell size is 0.5 mm and the particle space is 0.25 mm. Fig. 12b compares the dynamic stress intensity factors, $K_I$ and $K_{II}$, calculated by the EMPM/EGIMP with those calculated by the CRAMP and the Meshless Local Petrov–Galerkin (MLPG) method [16]. It is shown that the EMPM/EGIMP results agree well with other numerical results.

5.4. Kalthoff’s experiment

In this section we numerically study the Kalthoff’s experiment [55,56], which has been widely used for benchmarking the accuracy of crack propagation path. A plate with two initial edge notches is impacted by a projectile at speed $V_0$ as shown in Fig. 13. The experiment showed two different failure modes under low and high strain rates. In this paper, we focus on the low strain rate by choosing $V_0 = 20 \text{ m/s}$, where the crack propagates with a global angle from $60^\circ$ to $70^\circ$.

The material has a density of $\rho = 8000 \text{ kg/m}^3$, Young modulus of $E = 190 \text{ GPa}$ and Poisson ratio of $\nu = 0.3$. The critical stress intensity factor is set to be $K_{IC} = 68 \text{ MPa}\sqrt{\text{m}}$. Only half of the plate is simulated under the assumption of plane strain.
Fig. 14 compares the crack propagation paths obtained by the EMPM/EGIMP. It can be seen that the path angle is close to 70° but the paths are not smooth. It is mainly because we cannot determine the exact crack tip direction in the present EMPM/EGIMP framework. The issue can be alleviated while introducing the crack tip enrichment or the cohesion model in the EMPM/EGIMP.

5.5. Effect of integral path size on stress intensity factor

The accuracy of stress intensity factors lies on the accuracy of $J$-integral, which is calculated by Eq. (67). In this paper, a square path close to the crack tip is chosen in the EMPM framework. Therefore, the effect of integral path size needs to be analysed.

For static problems, the area integral vanishes and the integral result is path independent theoretically. We repeated the DCB problem described in Section 5.2 for four different path sizes (from $3 \times 3$ cells up to $9 \times 9$ cells) and the cell size is 2 mm. The later path is very close to the boundary of the specimen. Fig. 15a plots the time history of stress intensity factors for the four different path sizes. As expected, the stress intensity factors are almost identical, which also shows that the other physical quantities such as stress field are correct. Therefore, it can be concluded that the effect of integral path size on stress intensity factor is neglectable. For the computational efficiency, the cells number of each side should not be too large, which increases the integral point number significantly. However, the path size relative to the crack should not be too small because of the high stress gradient, otherwise it reduces the computational accuracy.

For dynamic problem, the path independence property is lost. We repeated the DENP problem described in Section 5.3 for five different path sizes (from $3 \times 3$ cells up to $19 \times 19$ cells) and the other parameters remain the same. Fig. 15b plots the time history of stress intensity factors for the five different path sizes. In the early stages, the difference can be neglected for $3 \times 3$ cells up to $9 \times 9$ cells, while $19 \times 19$ cells has relatively obvious differences which is caused by the stress wave transmission. With the wave reflection, the differences become apparent for all the results but in an acceptable range. As the conclusion in CRAMP [42], the recommendation is that the EMPM/EGIMP calculations of $J$ integral should use a small path.

5.6. Effect of mesh size on stress intensity factor

In this section we study the effect of the background mesh size. The calculation time mainly depends on the cell size. For a two dimensional problem, each factor of 0.5 in cell size leads to a factor of 8 increase in calculation time. Therefore, a relatively coarse mesh can reduce enormous calculation time. As in the CRAMP, the EMPM/EGIMP computes the stress intensity factors by $J$-integral, which gives the good results even for a relatively coarse mesh.
However, the direct method, which calculates the stress intensity factors from crack-tip stress field and displacement field, requires the finer mesh.

We repeat the DENP problem described in Section 5.3 for four different grid sizes (from 0.25 mm up to 2 mm) and the crack has the length of 5 mm. Fig. 16 plots the time history of normalized dynamic stress intensity factors for the four cases. The 0.5 mm grid gives very close results to the 0.25 mm grid, while the 1 mm grid gives quite close results to the 0.25 mm grid. Although the cell size of the coarsest grid (2 mm grid) is 8 times of the finest grid (0.25 mm grid), it still gives reasonable results, which shows that the EMPM possesses good convergence in space. The computational cost of the 1 mm grid is only 1/64 of the 0.25 mm grid in 2D problem.

6. Conclusion

In this paper, the EMPM/EGIMP is developed for modelling crack problems by introducing the idea of the XFEM into the MPM/GIMP framework. The EMPM/EGIMP enriches the nodal degrees of freedom in the region around the crack and jump function is chosen as the enrichment function to describe the crack. The discretization scheme of the EMPM/EGIMP is derived based on the weak form of the momentum conservation equations, just as the conventional MPM/GIMP. The technique we lump the mass matrix makes the EMPM/EGIMP can be implemented easily in a conventional MPM/GIMP code and can degenerate to the conventional MPM/GIMP when there is no crack. The level set method is also introduced in the EMPM/EGIMP, which can give the exact location of crack surface. The level set
function values are carried by particles and are mapped to the grid nodes in each time step in the same way as other physical quantities. Therefore, it requires a small additional computational cost than the conventional MPM/GIMP. Comparison between MPM/GIMP and EMPM/EGIMP shows the crack calculations to be approximately 10% slower. The increased time includes two parts, calculating the level sets for the particles at the beginning and updating the level sets for the nodes at each timestep.

Numerical examples show that the EMPM/EGIMP is accurate to the level of ABAQUS XFEM and CRAMP for the symmetric horizontal crack problem. For both the static and dynamic problems, the fracture parameters also agree well with the analytical solution and other numerical methods, which illustrate the good performance of the EMPM/EGIMP. Based on the LSM tracking crack surface and accurate calculation of fracture parameters, crack propagation is implemented in the EMPM/EGIMP framework, which gives the similar crack path with the Kalthoff’s experiment. The LSM values of particles around the crack tip should be recalculated as the crack propagates, which does not bring additional computational cost except in the region of the crack tip. For the small deformation problems in this paper, there is no remarkable difference between EMPM and EGIMP results.
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