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#### Abstract

Solving the interface positioning equation is the key procedure of the PLIC-VoF methods. Most of previous research only focused on the planar constant calculation and paid less attention to the relationship between the planar constant and the approximate interface orientation. The latter issue is important especially for the second order iteration based PLIC-VoF method, such as the MoF and LVIRA method. In these methods, the most accurate interface orientation is calculated through an iterative procedure, so the interface positioning equation has to be solved multiple times for the given volume fraction with different interface orientations. In this situation, if the incremental relation between the planar constant and the interface orientation is known, a predicted planar constant can be estimated. In this paper, we deduce the analytical partial derivatives of the planar constant with respect to the interface orientation and use them to predict the planar constant. A predicted-Newton's method is proposed to solve the interface positioning equation which takes the predicted planar constant as the initial guess. A great deal of numerical tests are also presented in this paper to verify the robustness of the new scheme. The efficiency of the proposed predicted-Newton's method is compared with the commonly used secant/bisection method by Ahn and Shashkov, and the numerical results indicate that the new method can reduce the iteration steps by $60 \% \sim 66 \%$ in solving the interface positioning equation and reduce the CPU time by $32 \% \sim 39 \%$ when implemented in the MoF method.


(C) 2019 Elsevier Inc. All rights reserved.

## 1. Introduction and motivation

The PLIC (Piecewise Linear Interface Calculation) is one of the most famous interface reconstruction methods in the multi-material flow simulation. The basic idea of the PLIC method is to use a planar interface in a mixed cell to approximate the material interface which can be expressed as

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{x}+d=0 \tag{1}
\end{equation*}
$$

where $\boldsymbol{n}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$ is the normal of the approximate interface, $(\theta, \varphi)$ is the orientation of the interface and $d$ is the planar constant. In the PLIC-VoF (Volume of Fluid) method, the approximate interface in Eq. (1) must fulfill the
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Fig. 1. The volume conservation requirement of the PLIC-VoF method. The truncation volume of the approximate interface (the green portion in the figure) must equal to the material volume in this mixed cell. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)


Fig. 2. The monotonicity of $V(d)$. The truncation volume $V(d)$ is a monotonous function of $d$, namely $V\left(d_{3}\right)>V\left(d_{2}\right)>V\left(d_{1}\right)$ in this figure.
volume conservation requirement, namely the truncation volume of the approximate interface must equal to the material's volume in the mixed cell as shown in Fig. 1.

The PLIC-VoF method involves two issues. The first one is the positioning process which calculate $d$ with a given normal $\boldsymbol{n}$ and the second one is the orienting process which find the most accurate normal $\boldsymbol{n}^{*}$ to approximate the material interface best.

The first issue derives the interface positioning equation. As shown in Fig. 2, if the normal $\boldsymbol{n}$ of the interface is given and it points to the reference material, the truncation volume is a monotonic function of $d$ with $V\left(d_{\min }\right)=0, V\left(d_{\max }\right)=V_{\text {cell }}$. Moreover, $V^{\text {ref }}$ must stay in $\left[0, V_{\text {cell }}\right]$, so there must be a unique $d^{*}$ such that

$$
\begin{equation*}
V\left(d^{*}\right)=V^{\mathrm{ref}} \tag{2}
\end{equation*}
$$

where $d_{\min }$ and $d_{\max }$ are the minimal and maximal planar constants of $\boldsymbol{n} \cdot \boldsymbol{x}+d=0$ that pass through each cell vertex, $V\left(d^{*}\right)$ is the truncation volume of $d^{*}$ and $V^{\text {ref }}$ is the reference material volume in this mixed cell which is the input parameter of the PLIC-VoF method. Eq. (2) is called the interface positioning equation.

Eq. (2) can be solved directly only for regular polyhedrons and trivial combinations of $\boldsymbol{n}$ and volume fraction. However, for a general polyhedron, the explicit expression of $V(d)$ can not be obtained easily, so many methods have been developed, such as the analytical methods [1-6] and the iterative methods [7,8].

The basic ideas of the analytical methods are the same. They firstly bracket [ $d_{\min }, d_{\max }$ ] into intervals as

$$
\begin{equation*}
\left[d_{\min }, d_{\max }\right]=\left[d_{0}, d_{1}\right] \cup\left[d_{1}, d_{2}\right] \cup \cdots \cup\left[d_{N-1}, d_{N}\right] \tag{3}
\end{equation*}
$$

where $d_{0}=d_{\min }, d_{\max }=d_{N}, d_{i}$ are the planar constants of the plane passing through each cell vertex and sorted ascendingly. Then, the target interval where $d^{*}$ is located can be obtained by finding a $k$ such that

$$
\begin{equation*}
V\left(d_{k-1}\right) \leq V^{\mathrm{ref}} \leq V\left(d_{k}\right) \tag{4}
\end{equation*}
$$

Finally, $V(d)$ in $\left[d_{k-1}, d_{k}\right]$ is either a linear, quadratic or cubic function with explicit expression and Eq. (2) can be solved analytically. The most time-consuming part of the analytical method is to calculate $V\left(d_{k}\right)$ and the polynomial parameters of $V(d)$ in $\left[d_{k-1}, d_{k}\right]$. Many schemes have been proposed to improve the efficiency of the analytical methods [1-3]. In recent year, the analytical methods for the non-convex polyhedron are also developed [5].

Another approach to solve Eq. (2) is the iterative method. In the iterative scheme, $V(d)$ will be calculated multiple times during the iteration until $\left|V(d)-V^{\text {ref }}\right|$ is smaller than the tolerance. The "Clipping and Capping" method $[9,10]$ is usually used to calculate $V(d)$ which involves complex geometric analysis including segment-plane intersections, vertex reorganizations and special considerations for the non-convex polyhedrons [11]. The calculation of $V(d)$ is very expensive
so the major way to improve the efficiency of the iterative method is to reduce the number of iteration step. Comparing with the research about the analytical method, less attention is paid on the iterative method. The commonly used iterative method is the secant/bisection method proposed by Ahn and Shashkov [8]. The iterative method can be performed on both convex and non-convex polyhedrons directly, so it is suitable for the 3D MMALE (Multi-Material Arbitrary Lagrangian Eulerian) method where non-convex cells will naturally arise [11-13].

The second issue of the PLIC-VoF method is the normal calculation which classifies the PLIC-VoF method into different types. The early methods use the volume fraction gradient as the interface normal [7,14,15], but they are only first order accurate and even unable to precisely reconstruct a planar interface. To achieve second order accuracy, additional requirements must be applied. The LVIRA (Least square Volume Interface Reconstruction Algorithm) [16] estimates the normal by finding a linear interface, which will be extended outside the mix cell, to minimize the discrepancy of volume fraction in adjacent cells. The Swartz method $[17,18]$ calculates the normal by finding a common linear interface for a pair of neighbor mix cells which rigorously satisfies their given volume fraction. More recently, Shashkov et al. proposed the MoF (Moment of Fluid) method $[12,19]$ which makes use of the material centroid. The most accurate interface in the MoF method will minimize the discrepancy between the reference material centroid and the approximate centroid of the truncation volume. The orienting process of the MoF method does not need any information from neighbor cells, so it can be parallelized innately in the interface reconstruction phase. Moreover, a comparative study has been done by Kucharik et al. which indicates that the MoF method is more accurate than other second order PLIC-VoF methods [20]. Due to the various advantages of the MoF method, it has been developed and applied a lot in recent years [21-27].

The optimal normal of the second order PLIC-VoF method, such as the MoF and LVIRA method, is usually obtained by an iteration process, namely the trial interface orientation $(\theta, \varphi)$ will be changed until it converges to the optimal one. Therefore Eq. (2) must be solved multiple times with the same volume fraction and different interface orientations. However, the previous research about Eq. (2) only focus on the calculation of $d$ with a given normal $\boldsymbol{n}$ and less attention is paid to
 constant at $(\theta+\Delta \theta, \varphi+\Delta \varphi)$ can be predicted as

$$
\begin{equation*}
d^{\text {predict }}=d(\theta, \varphi)+\frac{\partial d}{\partial \theta} \Delta \theta+\frac{\partial d}{\partial \varphi} \Delta \varphi \tag{5}
\end{equation*}
$$

From our practical numerical experience, we know that roughly $90 \%$ of the $\Delta \theta$ and $\Delta \varphi$ are around $10^{-3}$ in the MoF method. So the predicted planar constant in Eq. (5) can be very close to the solution $d^{*}$ and it can be regarded as a very good initial guess for the iterative method.

In this paper, the analytical expressions of $\partial d / \partial \theta, \partial d / \partial \varphi$ and $V^{\prime}(d)$ are deduced. The cost of the derivative calculation is negligible because it only involves the known variables from the "Clipping and Capping" method. $V^{\prime}(d)$ is used in a modified Newton's method which utilizes the monotonicity of $V(d)$ to ensure the convergence of the iteration. $\partial d / \partial \theta$ and $\partial d / \partial \varphi$ are used to predict the planar as Eq. (5) which will be regarded as the initial guess, so this new scheme is called the predicted-Newton's method. Eq. (5) combines the orienting process and the positioning process together, and to our best knowledge, it is a pioneering study in the PLIC-VoF method. The predicted-Newton's method can be used on an arbitrary polyhedron and it performs well even if a cell face is non-planar. A great deal of numerical tests are presented in this paper to verify the robustness of the new scheme. The efficiency of the predicted-Newton's method is also compared with the commonly used secant/bisection method by Ahn and Shashkov [8], and the numerical results indicate that new method can reduce the iteration steps by $60 \% \sim 66 \%$ in solving the interface positioning equation and reduce the CPU time by $32 \% \sim 39 \%$ when implemented in the MoF method.

The remaining part of the paper is organized as follows. In Section 2, we review the "centroid rotation rule" for an infinitesimal interface rotation and it is the foundation of the following derivation. Then, the partial derivatives of the planar constant with respect to $\theta$ and $\varphi$ are deduced in Section 3 and the predicted-Newton's method is proposed in Section 4. Section 5 presents a large amount of numerical examples and Section 6 draws the conclusion.

## 2. Centroid rotation rule

In this section, we will introduce the "centroid rotation rule" which is derived from the volume conservation requirement. This rule was mentioned in our previous paper [26], and it will be rigorously proved for an arbitrary polyhedron in this section. The "centroid rotation rule" is the foundation for deducing the analytical partial derivatives of the planar constant.

For an arbitrary polyhedron, some faces may be non-planar. And in order to deal with the non-planarity, we introduce an auxiliary point at the face center and decompose the non-planar face into several triangles. Therefore, the polyhedron with non-planar faces can be represented by a polyhedron made up of triangle pieces.

Suppose $\boldsymbol{P}$ is the triangulated representation of an arbitrary polyhedron, and $\Gamma_{1}, \Gamma_{2}$ are two plane that fulfill the volume conservation requirement. $\Gamma_{1}$ and $\Gamma_{2}$ intersect $\boldsymbol{P}$ at $p_{i}$ and $q_{i}$ as shown in Fig. 3(a). For the sake of the clarity, the configuration of the entire $\boldsymbol{P}$ is not plotted and we only focus on the region near $\Gamma_{1}$ and $\Gamma_{2}$. The red lines represent the edges of $\boldsymbol{P}$. $O_{1} O_{2}$ is the intersection of $\Gamma_{1}$ and $\Gamma_{2}$ and $p_{i}, q_{i} i=1,2, \cdots, m$ locate on one side of $O_{1} O_{2}$ and $p_{i}, q_{i} i=m+1, m+2, \cdots, n$ locate on the other side of $O_{1} O_{2}$. The dihedral angle between these two interfaces is $\Delta \alpha$. Since $\Delta \alpha$ will tend to zero in the derivation, we can assume that $p_{i}, p_{i+1}, q_{i}, q_{i+1}$ locate on a same polyhedron face.

(a)

(b)

Fig. 3. The proof of the centroid rotation rule. Figure (a) shows two truncation faces $\Gamma_{1}$ and $\Gamma_{2}$ which fulfill the volume conservation requirement and figure (b) is the amplified view of figure (a).

Since $\Gamma_{1}$ and $\Gamma_{2}$ fulfill the volume conservation requirement, we have

$$
\begin{equation*}
V_{\Omega_{1}}=V_{\Omega_{2}} \tag{6}
\end{equation*}
$$

where $\Omega_{1}$ is the polyhedron $p_{1} \cdots p_{m} q_{1} \cdots q_{m} O_{1} O_{2}$ and $\Omega_{2}$ is the polyhedron $p_{m+1} \cdots p_{n} q_{m+1} \cdots q_{n} O_{1} O_{2}$.
Fig. 3(b) is the amplified view of the polyhedron $\Omega_{1}$ and a local coordinate system is constructed to calculate its volume. The origin of the local coordinate system $O$ lies on the intersecting line $O_{1} O_{2}$ with axis $\boldsymbol{i}$ parallel to $\overrightarrow{O_{2} O_{1}}$, axis $\boldsymbol{k}$ parallel to the normal of interface $p_{1} p_{2} p_{3}$ and axis $\boldsymbol{j}=\boldsymbol{k} \times \boldsymbol{i}$. To calculate the volume, several auxiliary lines are created passing through the vertices $p_{i}$ which are perpendicular to $\Gamma_{1}$ and intersect with $\Gamma_{2}$ at $h_{i}$ as shown in Fig. 3(b). Since every face of $\boldsymbol{P}$ is triangle, $p_{i}, p_{i+1}, q_{i}, q_{i+1}$ must be on a same plane. Moreover, on the polyhedron $\Omega_{1}$, segment $p_{i} p_{i+1}$ and $q_{i} q_{i+1}$ ( $i=1,2, \cdots m-1$ ) do not intersect, so $h_{i}, h_{i+1}$ must locate on a same side of $p_{i} p_{i+1}$ and $q_{i} q_{i+1}$.

The volume of $\Omega_{1}$ is

$$
\begin{equation*}
V_{\Omega_{1}}=V_{C_{1}}-V_{1}^{\text {extra }} \tag{7}
\end{equation*}
$$

where $C_{1}$ is the polyhedron $p_{1} p_{2} \cdots p_{m} h_{1} h_{2} \cdots h_{m} O_{1} O_{2}$ and

$$
\begin{equation*}
V_{1}^{\mathrm{extra}}=V_{p_{1} q_{1} h_{1} O_{1}}+V_{p_{m} q_{m} h_{m} O_{2}}+\sum_{i=1}^{m-1} V_{p_{i} p_{i+1} q_{i} q_{i+1} h_{i} h_{i+1}} \tag{8}
\end{equation*}
$$

$C_{1}$ is a column in the local coordinate system whose volume can be rewritten as

$$
\begin{align*}
V_{C_{1}} & =\int_{C_{1}} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} z=\int_{C_{1}} \nabla \cdot(0,0, z) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z \\
& =\sum_{k} \int_{\Pi_{k}}(0,0, z) \cdot \boldsymbol{n}_{k} \mathrm{~d} S=\sum_{k} n_{k z} \int_{\Pi_{k}} z \mathrm{~d} S \\
& =\cos (\Delta \alpha) \int_{h_{1} h_{2} \cdots h_{m} O_{1} O_{2}} z \mathrm{~d} S \\
& =\tan (\Delta \alpha) \int_{p_{1} p_{2} \cdots p_{m} O_{1} O_{2}} y \mathrm{~d} x \mathrm{~d} y \tag{9}
\end{align*}
$$

where $\Pi_{k}$ is the $k^{\text {th }}$ faces of $C_{1}$ and $n_{k z}$ is the $z$-component of the normal to $\Pi_{k}$. The third line is due to the fact that at each face $\Pi_{k}$, either $n_{k z}$ or $z$ equals to zero except the face $h_{1} h_{2} \cdots h_{m} O_{1} O_{2}$. The last equality is due to $z=\tan (\Delta \alpha) y$ in the local coordinate system.

Similarly, the volume of polyhedron $\Omega_{2}$ can be rewritten as

$$
\begin{equation*}
V_{\Omega_{2}}=-\tan (\Delta \alpha) \int_{p_{m+1} p_{m+2} \cdots p_{n} O_{1} O_{2}} y \mathrm{~d} x \mathrm{~d} y+V_{2}^{\text {extra }} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{2}^{\mathrm{extra}}=V_{p_{m+1} q_{m+1} h_{m+1} O_{1}}+V_{p_{n} q_{n} h_{n} O_{2}}+\sum_{i=m+1}^{n-1} V_{p_{i} p_{i+1} q_{i} q_{i+1} h_{i} h_{i+1}} \tag{11}
\end{equation*}
$$

Substituting Eq. (7), Eq. (9) and Eq. (10) into Eq. (6), we have

$$
\begin{equation*}
\tan (\Delta \alpha) \quad \int_{p_{1} p_{2} \cdots p_{m} O_{1} O_{2}} y \mathrm{~d} x \mathrm{~d} y+\tan (\Delta \alpha) \int_{p_{m+1} p_{m+2} \cdots p_{n} O_{1} O_{2}} y \mathrm{~d} x \mathrm{~d} y=V_{1}^{\text {extra }}+V_{2}^{\text {extra }} \tag{12}
\end{equation*}
$$

namely

$$
\begin{equation*}
\int_{\Gamma_{1}} y \mathrm{~d} x \mathrm{~d} y=\frac{V_{1}^{\text {extra }}+V_{2}^{\text {extra }}}{\tan (\Delta \alpha)} \tag{13}
\end{equation*}
$$

We have proved that the magnitude of each small volume in $V_{1}^{\text {extra }}$ and $V_{2}^{\text {extra }}$ is $O\left(\Delta \alpha^{2}\right)$ in our previous paper [26]. Therefore as $\Delta \alpha \rightarrow 0$, we have

$$
\begin{equation*}
\lim _{\Delta \alpha \rightarrow 0} \int_{\Gamma_{1}} y \mathrm{~d} x \mathrm{~d} y=0 \tag{14}
\end{equation*}
$$

Eq. (14) indicates that in order to fulfill the volume conservation requirement, the axis of an infinitesimal rotation must pass through the centroid of the truncated face. This conclusion is called the "centroid rotation rule" and it can be expressed in another way as

$$
\begin{equation*}
\lim _{\Delta \alpha \rightarrow 0} s=0 \tag{15}
\end{equation*}
$$

where $s$ is the distance from the centroid of the truncated face to the rotation axis.
The derivation above is invariant with respect to the shape of the truncation face. For a non-convex polyhedron, $\Gamma_{1}$ can be a non-convex polygon like Fig. 8(b) or be composed of several isolated small polygons like Fig. 8(c), and the derivation is also applicable.

It should be mentioned that special attentions must be paid if the truncation face is coincident with one polyhedron face. In this situation, the definition of the truncation face is ambiguous and its centroid depends on the rotation direction. There will be a centroid jump in this case and the specific analysis is presented in Appendix A.

## 3. The partial derivatives of the planar constant

With a given material volume $V^{\text {ref }}$, the planar constant $d(\theta, \varphi)$ is a function of the interface orientation $(\theta, \varphi)$. According to the definition of the partial derivatives, we have

$$
\begin{align*}
\frac{\partial d}{\partial \theta} & =\lim _{\Delta \theta \rightarrow 0} \frac{d(\theta+\Delta \theta, \varphi)-d(\theta, \varphi)}{\Delta \theta}  \tag{16}\\
\frac{\partial d}{\partial \varphi} & =\lim _{\Delta \varphi \rightarrow 0} \frac{d(\theta, \varphi+\Delta \varphi)-d(\theta, \varphi)}{\Delta \varphi} \tag{17}
\end{align*}
$$

where $\Delta \theta$ and $\Delta \varphi$ denote infinitesimal rotations of the interface.
Let us take the partial derivative with respect to $\theta$ as an example. Fig. 4 shows the two related interfaces $\Gamma_{1}\left(p_{1} p_{2} p_{3}\right)$ and $\Gamma_{2}\left(q_{1} q_{2} q_{3}\right)$, which are defined by

$$
\Gamma_{1}: \boldsymbol{n}(\theta, \varphi) \cdot \boldsymbol{x}+d(\theta, \varphi)=0
$$

and

$$
\Gamma_{2}: \boldsymbol{n}(\theta+\Delta \theta, \varphi) \cdot \boldsymbol{x}+d(\theta+\Delta \theta, \varphi)=0
$$

respectively. In Fig. 4, $C$ is the centroid of the truncated face $\Gamma_{1}, l$ is the distance from $C$ to the interface $\Gamma_{2}$, and $s$ is the distance from $C$ to the rotation axis $O_{1} O_{2}$. We will firstly assume a finite $\Delta \theta$ and then let it approaches to zero to calculate the partial derivative.

The centroid $C$ lies on the interface $\Gamma_{1}$ so that

$$
\begin{equation*}
\boldsymbol{n}(\theta, \varphi) \cdot \boldsymbol{x}_{C}+d(\theta, \varphi)=0 \tag{18}
\end{equation*}
$$

On the contrary, $\delta=\boldsymbol{n}(\theta+\Delta \theta, \varphi) \cdot \boldsymbol{x}_{C}+d(\theta+\Delta \theta, \varphi) \neq 0$ because $C$ does not lie on the interface $\Gamma_{2}$. However, its absolute value gives the distance $l$ from $C$ to $\Gamma_{2}$, namely

$$
\begin{equation*}
\left|\boldsymbol{n}(\theta+\Delta \theta, \varphi) \cdot \boldsymbol{x}_{C}+d(\theta+\Delta \theta, \varphi)\right|=l=s \sin (\Delta \theta) \tag{19}
\end{equation*}
$$



Fig. 4. The finite size rotation of the interface.
Supposing $\delta$ is positive, we have

$$
\begin{equation*}
\boldsymbol{n}(\theta+\Delta \theta, \varphi) \cdot \boldsymbol{x}_{C}+d(\theta+\Delta \theta, \varphi)=s \sin (\Delta \theta) \tag{20}
\end{equation*}
$$

namely

$$
\begin{equation*}
d(\theta+\Delta \theta, \varphi)=s \sin (\Delta \theta)-\boldsymbol{n}(\theta+\Delta \theta, \varphi) \cdot \boldsymbol{x}_{C} \tag{21}
\end{equation*}
$$

The case with a negative $\delta$ can be analyzed in the same way.
Invoking Eq. (21) and Eq. (18), we have

$$
\begin{equation*}
\frac{d(\theta+\Delta \theta, \varphi)-d(\theta, \varphi)}{\Delta \theta}=-\frac{\boldsymbol{n}(\theta+\Delta \theta, \varphi)-\boldsymbol{n}(\theta, \varphi)}{\Delta \theta} \cdot \boldsymbol{x}_{C}+s \frac{\sin (\Delta \theta)}{\Delta \theta} \tag{22}
\end{equation*}
$$

Substituting Eq. (22) into Eq. (16) gives

$$
\begin{equation*}
\frac{\partial d}{\partial \theta}=-\boldsymbol{x}_{C} \cdot \frac{\partial \boldsymbol{n}}{\partial \theta}+\lim _{\Delta \theta \rightarrow 0} s \lim _{\Delta \theta \rightarrow 0} \frac{\sin (\Delta \theta)}{\Delta \theta}=-\boldsymbol{x}_{C} \cdot \frac{\partial \boldsymbol{n}}{\partial \theta}+\lim _{\Delta \theta \rightarrow 0} s \tag{23}
\end{equation*}
$$

According to the "centroid rotation rule" and Eq. (15), s approaches to zero as $\Delta \theta \rightarrow 0$ and $\boldsymbol{n}$ can be rewritten as the unit normal vector in spherical coordinates as $\boldsymbol{n}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$, therefore

$$
\begin{equation*}
\frac{\partial d}{\partial \theta}=-\boldsymbol{x}_{C} \cdot \frac{\partial \boldsymbol{n}}{\partial \theta}=-\boldsymbol{x}_{C} \cdot(\cos \theta \cos \varphi, \cos \theta \sin \varphi,-\sin \theta) \tag{24}
\end{equation*}
$$

Similarly, the partial derivative with respect to $\varphi$ can be obtained as

$$
\begin{equation*}
\frac{\partial d}{\partial \varphi}=-\boldsymbol{x}_{C} \cdot \frac{\partial \boldsymbol{n}}{\partial \varphi}=-\boldsymbol{x}_{C} \cdot(-\sin \theta \sin \varphi, \sin \theta \cos \varphi, 0) \tag{25}
\end{equation*}
$$

Note that the "Clipping and Capping" method will calculate vertices of the truncated interface, so $\boldsymbol{x}_{C}$ can be easily obtained with very little extra expense.

The derivation of Eq. (24) and Eq. (25) are invariant with respect to the shape of the polyhedron and the truncation face, so Eq. (24) and Eq. (25) are suitable for arbitrary polyhedrons as long as no centroid jump occurs. However, it should be mentioned again that the centroid jump occurs if the truncation face is coincident with one polyhedron face, and it will lead to the discontinuity of $\frac{\partial d}{\partial \theta}$ and $\frac{\partial d}{\partial \varphi}$. The specific analysis and the influence on the iterative method are presented in Appendix A.

In summary, the partial derivative of the planar constant with respect to $\theta$ and $\varphi$ can be calculated by the following steps:

1. Solve the interface positioning equation Eq. (2) and calculate the vertices of the truncated face;
2. Calculate the centroid of the truncated face $\boldsymbol{x}_{C}$;
3. Calculate the partial derivatives using Eq. (24) and Eq. (25).

## 4. The predicted Newton's iterative method

The Newton's method is a good choice for solving Eq. (2) but it also brings several problems in practice. Firstly, the $n^{\text {th }}$ iteration step of the Newton's method is

$$
\begin{equation*}
d^{n+1}=d^{n}-\frac{V\left(d^{n}\right)}{V^{\prime}\left(d^{n}\right)} \tag{26}
\end{equation*}
$$

which involves the derivative $V^{\prime}\left(d^{n}\right)$ and it must be obtained efficiently. Secondly, the potential divergence of the Newton's method must be avoided. Finally, an appropriate initial guess should be used because it will influence the efficiency of the Newton's method significantly.

In this section, we solved the three problems mentioned above and propose the predicted-Newton's method.


Fig. 5. The coordinate transformation to calculate the derivative of $V(d)$.

### 4.1. The analytical expression of $V^{\prime}(d)$

The different value of the planar constant $d$ in Eq. (1) means the plane moving along the normal $\boldsymbol{n}$, therefore a local coordinate system can be constructed as shown in Fig. 5. The $\boldsymbol{w}$ axis is parallel to $\boldsymbol{n}$, and the other two axes are arbitrary. In the local coordinate system, the truncation volume $V(d)$ can be calculated as

$$
\begin{equation*}
V(d)=\int_{d_{\min }}^{d} S(w) \mathrm{d} w \tag{27}
\end{equation*}
$$

where $S(w)$ is the area of the truncated face at $w$. According to the definition of the derivative, the derivative can be rewritten as

$$
\begin{align*}
V^{\prime}(d) & =\lim _{\Delta d \rightarrow 0} \frac{V(d+\Delta d)-V(d)}{\Delta d} \\
& =\lim _{\Delta d \rightarrow 0} \frac{\int_{d_{\min }}^{d+\Delta d} S(w) \mathrm{d} w-\int_{d_{\min }^{d}}^{d} S(w) \mathrm{d} w}{\Delta d} \\
& =\lim _{\Delta d \rightarrow 0} \frac{\int_{d}^{d+\Delta d} S(w) \mathrm{d} w}{\Delta d} \tag{28}
\end{align*}
$$

According to the mean value theorem of integral, Eq. (28) can be rewritten as

$$
\begin{equation*}
V^{\prime}(d)=\lim _{\Delta d \rightarrow 0} \frac{S(\xi) \Delta d}{\Delta d}=\lim _{\Delta d \rightarrow 0} S(\xi) \tag{29}
\end{equation*}
$$

where $\xi \in[d, d+\Delta d]$.
It is obvious that $S(\xi)$ converges to $S(d)$ as $\Delta d \rightarrow 0$, so we have

$$
\begin{equation*}
V^{\prime}(d)=S(d) \tag{30}
\end{equation*}
$$

The vertices of the truncated face are obtained when calculating $V\left(d^{n}\right)$, so $V^{\prime}\left(d^{n}\right)=S\left(d^{n}\right)$ can be obtained directly with negligible extra cost.

The above derivation is also valid for the non-convex polyhedron when the truncated face has multiple components. The verification of the Newton's method using Eq. (30) is presented in Section 5.3.

### 4.2. Convergence consideration

Note that $V(d)$ is a piecewise linear, quadratic or cubic function with C1 discontinuity [1,3], so the traditional Newton's method may be divergent. To this end, we modify the traditional Newton's method by utilizing the monotonicity of $V(d)$ to ensure the convergence. In practice, the interval where the solution is located will be tracked during the iteration. And once the $d^{n+1}$ from Eq. (26) is out of the interval, the cubic Hermite interpolation will be applied to calculate $d^{n+1}$. The process of the modified Newton's method is shown in Algorithm 1.

In the improved scheme, the length of the interval will decrease at every step which guarantees the convergence of the iteration. In practice, the cubic Hermite interpolation modification appears seldom, so its influence on the efficiency can be neglected.

```
Algorithm 1: The absolutely converged Newton's method.
    Input \(V^{\text {ref }}, \boldsymbol{n}, d_{\text {min }}, d_{\text {max }}, d^{\text {initial }}\) with \(V\left(d_{\text {min }}\right)=0\) and \(V\left(d_{\max }\right)=V_{\text {cell }}\)
    Output \(d\)
    \(d=d^{\text {initial }}\)
    Calculate \(V(d)\) and \(S(d)\) by the Clipping and Capping method
    While \(\left|V(d)-V^{\text {ref }}\right|>\varepsilon\)
        if \(V(d)>V^{\text {ref }}\)
            \(d_{\text {max }}=d V_{\text {max }}=V(d) S_{\text {max }}=S(d)\)
        else
            \(d_{\text {min }}=d V_{\text {min }}=V(d) S_{\text {min }}=S(d)\)
        end
        \(d=d-\frac{V(d)}{S(d)}\)
        if \(d \notin\left[d_{\text {min }}, d_{\text {max }}\right]\)
            Calculate the cubic function \(H(x)\) from Hermite interpolation in \(\left[d_{\text {min }}, d_{\text {max }}\right]\)
            \(d=\) the root of \(H(x)=0\)
        end
        Calculate \(V(d)\) and \(S(d)\) by the Clipping and Capping method
    end
    return \(d\)
```



Fig. 6. The flow chart of the MoF method using the predicted-Newton's method to solve the interface positioning equation.

### 4.3. The predicted Newton's method

The initial guess is very important for the Newton's method and Eq. (5) is a good selection whenever the interface orientation $(\theta, \varphi)$ is changed. Since the initial guess from the Eq. (5), Eq. (24) and Eq. (25) is the second order prediction of the planar constant, the new scheme is called the predicted-Newton's method. The predicted-Newton's method can be incorporated with the MoF method and the flow chat is shown in Fig. 6.

It should be mentioned that if Eq. (2) is solved for the first time, thus no information could be used to predict the planar constant, the cubic Hermite interpolation is used to calculate the initial guess. The cubic polynomial $H$ (d) can be constructed by

$$
\begin{align*}
H\left(d_{\min }\right) & =-V^{\mathrm{ref}} \\
H\left(d_{\max }\right) & =V^{\mathrm{cell}}-V^{\mathrm{ref}} \\
H^{\prime}\left(d_{\min }\right) & =S\left(d_{\min }\right)=0 \\
H^{\prime}\left(d_{\max }\right) & =S\left(d_{\max }\right)=0 \tag{31}
\end{align*}
$$

and the root of $H(d)=0$ can be regarded as the initial guess of the Newton's method.


Fig. 7. A typical hexahedron. The solid dots represent the vertexes, whereas the hollow dots represent the face centers which are used to decompose each face into four triangles.


Fig. 8. The different types of a non-convex polyhedron subdivision. The volume fraction in figure (a), (b) and (c) is $0.3,0.01$ and 0.001 respectively.

## 5. Numerical result

A large number of numerical experiments are presented in this section. In this section, firstly, the analytical derivatives in Eq. (24) and Eq. (25) are verified on a polyhedron with non-planar faces. Then the efficiency and the robustness will be compared between the predicted-Newton's method and the secant/bisection method used by Ahn and Shashkov [8]. In their method, the secant method is stabilized with the bisection iteration to guarantee the convergence. Finally, the predicted-Newton's method is implemented in the MoF method to show the efficiency improvement in practice. The CPU used in the numerical study is Intel Core i7-3770 3.4 GHz and the compiler is Visual Studio 2012 with 02 optimization.

### 5.1. A typical polyhedron

In this subsection, a typical polyhedron as shown in Fig. 7 is studied to verify the partial derivatives and to examine the convergence rate and the efficiency improvement. The vertexes of the polyhedron are $A(0,0,0), B(1.1,0,0), C(1,1.2,0)$, $D(0,1.3,0.2), P(0,0,1.2), Q(1,0,1.1), R(1,1.2,1.1)$ and $S(0,1,1.3)$, which do not lie on the same plane in every face. Each face is decomposed into four triangles by the dashed lines as Ahn et al. (2007) [12], so the cell is represented by a 24 -face polyhedron with 14 vertexes. This type of polyhedron is very common in the MMALE (Multi-Material Arbitrary Lagrangian Eulerian) method. Moreover, different volume fraction $f$ in this cell may lead to different type of subdivisions.

Suppose the orientation of the interface is $(\theta, \varphi)=(-0.01 \pi, 0.7 \pi)$, which is very close to the orientation of face $A B C D$. Fig. 8 shows the polyhedron subdivisions at $f=0.3, f=0.01$ and $f=0.001$. The first row shows the 3D view of the subdivisions while the second row shows the shape of the truncation faces. In case (a), the truncation face does not pass through the non-planar face, so it is similar to the situations for a convex polyhedron subdivision. As the volume fraction decreases, the truncation face may pass through the non-planar face like cases (b) and (c). These weird subdivision types may appear if the volume faction is close to 0 or 1 and the orientation of the interface is close to the orientation of the non-planar face.

In summary, Fig. 8 contains three typical polyhedron subdivision situations. In the following subsections, we will verify the expressions in Eq. (24) and Eq. (25), study the convergence rate of our predicted-Newton's method and compare the efficiency with the secant/bisection method on this cell with different orientations and volume fractions. We believe that these tests could cover various polyhedron subdivision types and demonstrate the applicability of our new method for arbitrary polyhedrons.

Table 1
The discrepancy between the numerical and analytical partial derivatives for the three subdivision types in Fig. 8.

| $\Delta \theta$ or $\Delta \varphi$ | Type (a) |  | Type (b) |  | Type (c) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|\Delta d_{\theta}\right\|$ | $\left\|\Delta d_{\varphi}\right\|$ | $\left\|\Delta d_{\theta}\right\|$ | $\left\|\Delta d_{\varphi}\right\|$ | $\left\|\Delta d_{\theta}\right\|$ | $\Delta d_{\varphi} \mid$ |
| $10^{-3}$ | $1.41 \times 10^{-4}$ | $2.90 \times 10^{-6}$ | $6.96 \times 10^{-4}$ | $7.68 \times 10^{-7}$ | $3.55 \times 10^{-3}$ | $1.08 \times 10^{-5}$ |
| $10^{-4}$ | $1.41 \times 10^{-5}$ | $2.90 \times 10^{-7}$ | $6.96 \times 10^{-5}$ | $7.64 \times 10^{-8}$ | $3.51 \times 10^{-4}$ | $1.08 \times 10^{-6}$ |
| $10^{-5}$ | $1.41 \times 10^{-6}$ | $2.90 \times 10^{-8}$ | $6.96 \times 10^{-6}$ | $7.63 \times 10^{-9}$ | $3.51 \times 10^{-5}$ | $1.08 \times 10^{-7}$ |
| $10^{-6}$ | $1.41 \times 10^{-7}$ | $2.86 \times 10^{-9}$ | $6.96 \times 10^{-7}$ | $7.67 \times 10^{-10}$ | $3.51 \times 10^{-6}$ | $1.08 \times 10^{-8}$ |
| $10^{-7}$ | $1.32 \times 10^{-8}$ | $1.42 \times 10^{-9}$ | $6.93 \times 10^{-8}$ | $9.84 \times 10^{-12}$ | $3.51 \times 10^{-7}$ | $1.10 \times 10^{-9}$ |
| $10^{-8}$ | $4.34 \times 10^{-9}$ | $4.19 \times 10^{-9}$ | $5.67 \times 10^{-9}$ | $5.96 \times 10^{-11}$ | $3.66 \times 10^{-8}$ | $2.52 \times 10^{-9}$ |
| $10^{-9}$ | $1.23 \times 10^{-8}$ | $3.75 \times 10^{-8}$ | $7.06 \times 10^{-9}$ | $2.42 \times 10^{-8}$ | $1.19 \times 10^{-8}$ | $1.81 \times 10^{-9}$ |



Fig. 9. Comparison of the numerical and analytical derivatives at a line.

### 5.2. Partial derivative verification

In this subsection, the expressions in Eq. (24) and Eq. (25) are verified on the polyhedron shown in Fig. 7. Denote the derivatives in Eq. (24) and Eq. (25) as $d_{\theta}^{\text {ana }}$ and $d_{\varphi}^{\text {ana }}$ and finite difference partial derivatives defined as

$$
\begin{align*}
& d_{\theta}^{\text {num }}=\frac{d(\theta+\Delta \theta, \varphi)-d(\theta, \varphi)}{\Delta \theta}  \tag{32}\\
& d_{\varphi}^{\text {num }}=\frac{d(\theta, \varphi+\Delta \varphi)-d(\theta, \varphi)}{\Delta \varphi} \tag{33}
\end{align*}
$$

The results of $d_{\theta}^{\text {num }}$ and $d_{\varphi}^{\text {num }}$ depend on the increments $\Delta \theta$ and $\Delta \varphi$ which will be more accurate as the increments decrease. On the contrary, the analytical derivatives $d_{\theta}^{\text {ana }}$ and $d_{\varphi}^{\text {ana }}$ are independent of $\Delta \theta$ and $\Delta \varphi$. Therefore, we will examine the discrepancy between the analytical derivatives and the numerical derivatives by gradually decreasing $\Delta \theta$ and $\Delta \varphi$ to see whether the numerical derivatives converge to the analytical derivatives.

The results of the three subdivision types in Fig. 8 are shown in Table 1 where $\Delta d_{\theta}=d_{\theta}^{\text {num }}-d_{\theta}^{\text {ana }}$ and $\Delta d_{\varphi}=d_{\varphi}^{\text {num }}-d_{\varphi}^{\text {ana }}$. It can be seen that if the $\Delta \theta$ or $\Delta \varphi$ decreases from $10^{-3}$ to $10^{-6}$, the numerical partial derivatives converge to the analytical partial derivatives at first order convergence rate. Therefore, the expressions in Eq. (24) and Eq. (25) are the exact partial derivatives for every polyhedron subdivision types. However, if the $\Delta \theta$ or $\Delta \varphi$ continues to decrease, the convergence rate will be gradually broken due to the round-off error in calculating $d(\theta+\Delta \theta, \varphi)-d(\theta, \varphi)$ and $d(\theta, \varphi+\Delta \varphi)-d(\theta, \varphi)$.

Then, in order to verify the analytical partial derivatives in a large scope, we calculate the numerical and analytical derivatives at the line $\theta=0.37 \pi$ and $\varphi=0 \sim 2 \pi$ with volume fraction $f=0.3$. The increments $\Delta \theta$ and $\Delta \varphi$ are equal to $10^{-5}$ in the numerical derivatives. According to the Taylor's expansion, $\Delta d_{\theta} \approx \frac{1}{2} \frac{\partial^{2} d}{\partial \theta^{2}} \Delta \theta$ and $\Delta d_{\varphi} \approx \frac{1}{2} \frac{\partial^{2} d}{\partial \varphi^{2}} \Delta \varphi$, so we also plot the curves of $\Delta d_{\theta}$ and $\Delta d_{\varphi}$ to show the properties of the second order partial derivatives. The results are shown in Fig. 9. The analytical partial derivatives and the numerical derivatives are almost exactly coincident which verifies the expression in Eq. (24) and Eq. (25). Moreover, we find that the $\Delta d_{\theta}$ and $\Delta d_{\varphi}$ are not smooth functions and the nonsmoothness may occur when the truncated face pass through the vertex of the polyhedron.

In summary, these numerical studies verify the expressions in Eq. (24) and Eq. (25) as the accurate partial derivatives of the planar constant for both convex and non-convex polyhedrons.


Fig. 10. The convergence rate comparison of the Newton's method without prediction and the secant/bisection method. The volume fractions of these three tests are $0.3,0.01$ and 0.001 , respectively. The tolerance of the iteration for both Newton's method and the secant/bisection method is $10^{-15}$.


Fig. 11. The convergence rates of the predicted-Newton's method. The volume fractions of these three tests are $0.3,0.01$ and 0.001 , respectively. For each test, three different $\Delta \theta$ and $\Delta \varphi$ are used to calculate the predicted planar constant. The tolerance of the iteration for these tests is also $10^{-15}$.

### 5.3. The convergence rate comparison for solving the interface positioning equation

In this subsection, we will compare the convergence rate of the predicted-Newton's method and the secant/bisection method [8] for solving the interface positioning equation. The three subdivision types shown in Fig. 8 are used in this subsection again. The numerical tests are divided into two steps. The first step is solving the interface positioning equation on the polyhedron shown in Fig. 7 with $(\theta, \varphi)=(-0.01 \pi, 0.7 \pi)$ and $f=0.3,0.01,0.001$. Because this is the first time to solve the interface positioning equation, the planar constant can not be predicted so the initial guess of the Newton's method is calculated from the cubic Hermite interpolation. The tolerance of the iteration is chosen as $10^{-15}$ for both Newton's method and the secant/bisection method.

Fig. 10 shows the absolute error $\log \left(\left|V\left(d^{n}\right)-V^{*}\right|\right)$ at the $n^{\text {th }}$ step. Fig. 10(a) corresponds to the case (a) in Fig. 8. In this situation, the performance of the Newton's method and the secant/bisection method is comparable and the Newton's method is a little faster. Fig. 10 (b) corresponds to the case (b) in Fig. 8. In this situation, the oscillation appears in the secant/bisection method at the beginning 4 steps but the Newton's method performs very well. The secant/bisection method takes 10 steps to reach the tolerance while the Newton's method only needs 5 steps. Fig. 10(c) corresponds to the case (c) in Fig. 8. In this situation, a much more severe oscillation appears in the secant/bisection method while the Newton's method is also very robust.

The second step of this numerical study will show the improvement from the predicted planar constant. The orientation $(\theta, \varphi)$ changes to $(\theta+\Delta \theta, \varphi+\Delta \varphi)$ where $\Delta \theta=\Delta \varphi=\pi \varepsilon$ and the volume fraction $f$ also equals to $0.3,0.01$ and 0.001 , respectively. The planar constants at $(\theta, \varphi)$ are known from the previous numerical study, so the initial guess can be predicted from Eq. (5).

Fig. 11 shows the absolute error at the $n^{\text {th }}$ step by the predicted-Newton's method for different $\varepsilon$. The numerical results demonstrate that the predicted planar constant is more accurate as $\varepsilon$ decreasing and iteration step could also be reduced by using the predicted planar constant as the initial guess.

To compare the different methods in a large scope, 1000 different volume fractions evenly in $[0,1]$ are tested. In this test, Eq. (2) is solved 1000 times with different $V^{\text {ref }}$ by the secant/bisection method, Newton's method without prediction and the predicted Newton's method with different $\varepsilon$. Table 2 records the maximal, minimal and the average iterations steps of the different methods. The results indicate that the Newton's method is more efficient and robust that the secant/bisection method and the prediction of the planar constant is effective for the Newton's method.

Table 2
The maximal, minimal and the average iterations steps of the different methods. Labels SM, NM and $\operatorname{PNM}(\varepsilon)$ represent the secant/bisection method, Newton's method and the predictedNewton's method with different $\varepsilon$.

|  | SM | NM | PNM(0.01) | PNM(0.001) | PNM(0.0001) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $N_{\min }$ | 5 | 3 | 3 | 3 | 2 |
| $N_{\text {max }}$ | 24 | 6 | 6 | 4 | 3 |
| $N_{\text {average }}$ | 6.917 | 4.086 | 3.165 | 3.004 | 2.077 |

In summary, the numerical studies in this subsection demonstrate that the predicted-Newton's method proposed in this paper is effective. The convergence rate and the robustness of the Newton's method is higher than the secant/bisection method. Moreover, an appropriate predicted planar constant will further improve the Newton's method in two aspects. It not only improves the efficiency by reducing the iteration steps but also improves the robustness because the predicted planar constant makes the Newton's method more easy to converge and avoid the oscillations appearing in the secant/bisection method.

### 5.4. Parameterized tests about continuous rotation of an interface

In this example, the interface will be rotated continuously with a constant volume fraction $f$, namely the interface orientation $(\theta, \varphi)$ changes from $(0,0)$ to $(\pi, 2 \pi)$ uniformly in $N$ steps. Whenever the orientation is changed, the interface positioning equation will be resolved, so there is $N$ different interface positioning equations to be solved for each $f$. This process is very similar to the iteration based second order PLIC-VoF method. The numerical study is also performed on the polyhedron shown in Fig. 7.

We use the predicted Newton's method and the secant/bisection method [8] to solve these series of interface positioning equations and compare their efficiency. The tolerance of the iteration is chosen as $\varepsilon=10^{-14}$ for both Newton's method and the secant/bisection method. For a given volume fraction $f, N$ interface positioning equations will be solved. And we use the average number of iteration step to measure the efficiency as

$$
\begin{equation*}
\psi(f)=\frac{1}{N} \sum_{i=1}^{N} q_{i}(f) \tag{34}
\end{equation*}
$$

where $q_{i}(f)$ is the number of iteration steps required for solving the $i^{\text {th }}$ interface positioning equation with volume fraction $f$.

The interface orientation increments at each rotation are $\Delta \theta=\pi / N$ and $\Delta \varphi=2 \pi / N$, so the predicted planar constant will be more accurate as $N$ increase. Therefore, $\psi(f)$ will decrease when using the predicted Newton's method as $N$ increase.

Two numerical experiments are performed in this section. In the first numerical experiment, 1000 different volume fractions $f$, which distribute evenly in [0,1], are tested. This test aims to compare the efficiency of different methods and show the contribution from the planar constant prediction. In the second numerical experiment, $f$ will be very closed to 0 or 1 , namely $f=\left[10^{-3}, 10^{-4}, \cdots, 10^{-13}\right]$ and $f=\left[1-10^{-3}, 1-10^{-4}, \cdots, 1-10^{-13}\right]$. Therefore, $V^{\prime}(d)$ will also be very closed to 0 which brings difficulty to both secant/bisection method and the Newton's method. The secant/bisection method requires many iterations and may fail to converge if $f \rightarrow 0^{+}$or $f \rightarrow 1^{-}$, so the bisection method is recommended [8]. In this section, we will study the behavior of the proposed predicted-Newton's method in this situation.

### 5.4.1. Numerical results of the Test 1

Fig. 12 shows the curves of $\psi(f)$ for the secant/bisection method, the Newton's method without prediction, the predicted-Newton's method with different $N$. It can be seen that the iteration efficiency of the Newton's method is significantly higher than the secant/bisection method. Moreover, an appropriate predicted planar can further improve the efficiency of the Newton's method. As expected, $\psi(f)$ decreases as $N$ increasing in the predicted Newton's method which indicates that the predicted planar constant by Eq. (5) is effective.

Table 3 gives the average value of $\psi(f)$ for the secant/bisection method, Newton's method without prediction, and the predicted-Newton's method with different $N$. The results also indicate that the Newton's method performs better than the secant/bisection method and the efficiency can be further improved with smaller $\Delta \theta$ and $\Delta \varphi$. From our practical numerical experience we know that roughly $90 \%$ of the $\Delta \theta$ and $\Delta \varphi$ are around $10^{-3}$ in the MoF method, therefore the predicted Newton's method can reduce the number of iteration step by about $60 \%$ in practice.

### 5.4.2. Numerical results of Test 2

Fig. 13 shows the value of $\psi(f)$ at $f \rightarrow 0^{+}$and $f \rightarrow 1^{-}$for the Newton's method without prediction and the predictedNewton's method with different $N$. Firstly, all the methods are able to find $d^{*}$ which verify the robustness of the root finding algorithm in Section 4. Secondly, as $f \rightarrow 0^{+}$and $f \rightarrow 1^{-}, V^{\prime}\left(d^{*}\right)$ is very close to 0 . So the accuracy of the initial guess


Fig. 12. The $\psi(f)$ curves of different methods. The average iteration steps of the secant/bisection method, Newton's method without prediction and the predicted-Newton's method with different $\Delta \theta$ and $\Delta \varphi$ are compared in the figure. The results indicate that the prediction of the planar constant is effective and $d^{\text {predict }}$ is more accurate with smaller $\Delta \theta$ and $\Delta \varphi$.

Table 3
The average value of $\psi(f)$ for different situations.

| Algorithm | Average value of $\psi(f)$ |
| :--- | :--- |
| Secant/Bisection method | 8.42 |
| Newton's method without prediction | 4.89 |
| Predicted-Newton's method $N=100$ | 3.74 |
| Predicted-Newton's method $N=1000$ | 3.00 |
| Predicted-Newton's method $N=10000$ | 2.66 |



Fig. 13. The $\psi(f)$ curves of the predicted-Newton's method at $f \rightarrow 0^{+}$and $f \rightarrow 1^{-}$.
is very important and it will significantly influence the efficiency of the iteration. If no predicted planar constant is used, the iteration will fall into the cubic Hermite interpolation easily so it takes the largest number of step to find $d^{*}$ as shown in Fig. 13. However, if the predicted initial guess is introduced, $\psi(f)$ will decrease remarkably with increasing $N$. This is because an accurate initial guess can make the iteration stay in Newton's method rather than fall into the cubic Hermite interpolation. Finally, comparing the results in Fig. 12 and Fig. 13, the predicted planar constant is more necessary when $f \rightarrow 0^{+}$and $f \rightarrow 1^{-}$.

### 5.5. The MoF interface reconstruction

In this subsection, the interface of a block and the sphere are reconstructed on different grids with increasing resolutions. The computational domain is $[0,1]^{3}$ with $N^{3}(N=4,8,16,32,64)$ equispaced hexahedral meshes. The MoF method is used in the orienting process while the secant/bisection method and the predicted-Newton's method are used to solve the interface positioning equation, respectively. The tolerance of solving the interface positioning equation is $10^{-14}$ for both methods. Fig. 14 lists the reconstructed interface using five levels of refined hexahedral meshes. The results show that the reconstructed interface converges to the true interface as mesh refines. The quantitatively comparison about the accuracy and the efficiency are presented in the following.


Fig. 14. The reconstructed interface on different grid with increasing resolutions.


Fig. 15. The convergence rate of the reconstruction error. Figure (a) is the result of the brick reconstruction with the convergence rate equals to 1.93 . Figure (b) is the result of the sphere reconstruction with the convergence equals to 1.97.

Table 4
The efficiency comparison of the secant/bisection method and the predicted-Newton's method in the MoF implementation.

| Grid resolution | $N=64$ |  | $N=32$ |  | $N=16$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | block | sphere | block | sphere | block | sphere |
| $I_{\text {total }}$ of the secant/bisection method | $1.5 \times 10^{6}$ | $2.0 \times 10^{6}$ | $3.5 \times 10^{5}$ | $4.8 \times 10^{5}$ | $9.5 \times 10^{4}$ | $1.3 \times 10^{5}$ |
| $I_{\text {total }}$ of the predicted-Newton's method | $4.9 \times 10^{5}$ | $6.7 \times 10^{5}$ | $1.4 \times 10^{5}$ | $1.8 \times 10^{5}$ | $3.4 \times 10^{4}$ | $4.5 \times 10^{4}$ |
| $T_{\text {CPU }}$ of the secant/bisection method (s) | 3.20 | 4.59 | 0.87 | 1.20 | 0.25 | 0.33 |
| $T_{\text {CPU }}$ of the predicted-Newton's method (s) | 2.04 | 2.81 | 0.58 | 0.76 | 0.17 | 0.22 |

Firstly, the convergence rate of the reconstruction error is calculated and compared with results from Ahn and Shashkov [8]. The reconstruction error is defined the same as Ahn and Shashkov, namely

$$
\begin{equation*}
e=\sum_{i}\left|V\left(\boldsymbol{T}_{i} \cup \boldsymbol{C}_{i}\right)-V\left(\boldsymbol{T}_{i} \cap \boldsymbol{C}_{i}\right)\right| \tag{35}
\end{equation*}
$$

where $\boldsymbol{T}_{i}$ is the region of the true material in cell $i$ and $\boldsymbol{C}_{i}$ is the region of the reconstructed material in cell $i$. Fig. 15 shows the reconstruction error on different grids by MoF+secant/bisection method and MoF+predicted-Newton's method. The results of the two schemes are almost the same and the convergence rate of the reconstruction error is similar to that recorded by Ahn and Shashkov. Therefore, from the perspective of their results, the secant/bisection method and the predicted-Newton's method are equivalent.

However, the efficiency of the predicted-Newton's method is significantly higher than the secant/bisection method. Table 4 lists the total number of iterations for solving the interface positioning equation $I_{\text {total }}$ and the CPU time $T_{\text {CPU }}$ used in the interface reconstruction. The numerical results indicate that $60 \% \sim 66 \%$ of the iteration step can be saved by using the predicted-Newton's method which matches well with the conclusion in the subsection above. Moreover, the CPU time can be saved by $32 \% \sim 39 \%$ when using the predicted-Newton's method. The lower CPU time improvement is the due to an extra truncation operation is performed after solving Eq. (2) to obtain the necessary variables required in the MoF such as the truncation centroid and the derivatives of the objective function [26]. We use the profiling tool to see the cost of each


Fig. 16. The degenerated truncation of a polygon. $H B$ is the interface. The red segment is the infinitesimal anticlockwise rotation of the interface while the green segments are the infinitesimal clockwise rotation of the interface. $\boldsymbol{x}_{c}^{-}$and $\boldsymbol{x}_{c}^{+}$are the centroid of the red and green segments, respectively.
part and find that the CPU time used in the extra calculation of the MoF method is about the half of the CPU time used in solving Eq. (2) by the predicted-Newton's method. Therefore a lower overall efficiency improvement is presented in practice.

## 6. Conclusion

In this paper, the interface positioning equation is studied from another perspective by focusing on the relation between the planar constant and the interface orientation for a given volume fraction. The analytical partial derivatives of the planar constant with respect to the interface orientation are deduced by the geometry analysis. These partial derivatives can be used to predict the planar constant whenever the interface orientation is changed which is useful for the iterative methods to solve the interface positioning equation. Moreover, an improved Newton's method, which utilizes the monotonicity of $V(d)$ to guarantee the convergence, is proposed and it takes the predicted planar constant as the initial guess. The predicted-Newton's method is implemented on a generalized hexahedron cell and the numerical studies indicate that it performs well even if a cell face is non-planar. Finally, the efficiency of the predicted Newton's method is compared with the commonly used secant/bisection method proposed by Ahn and Shashkov. The numerical results indicate that when implementing in the MoF method, the number of iteration step can be reduced by $60 \% \sim 66 \%$ in solving the interface positioning equation and the CPU time can be reduced by $32 \% \sim 39 \%$.
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## Appendix A. The analysis of the degenerated truncation

The degenerated truncation means the truncation face is coincident with one polyhedron face. For the sake of clarity, we take a 2D problem as an example. As shown in Fig. 16, the normal of the interface is $\boldsymbol{n}=(1,0)$, namely $\theta=\pi / 2$, and the reference volume faction is $1 / 13$. Therefore, the planar constant $d=0$ and the interface $H B$ is coincident with the edge $B C$. It should be mentioned that the degenerated truncation is almost impossible in practice because it only occurs when the volume fraction and the orientation equal to some certain values.

The numerical left and right derivatives can be calculated by finite difference as

$$
\begin{align*}
& d_{\text {num }}^{\prime}\left(\theta^{-}\right)=\frac{d(\theta)-d(\theta-\Delta \theta)}{\Delta \theta}=0.5 \\
& d_{\text {num }}^{\prime}\left(\theta^{+}\right)=\frac{d(\theta+\Delta \theta)-d(\theta)}{\Delta \theta}=1.5501 \tag{A.1}
\end{align*}
$$

at $\theta=\pi / 2$ with $\Delta \theta=10^{-7} \cdot d_{\text {num }}^{\prime}\left(\theta^{-}\right)$does not equal to $d_{\text {num }}^{\prime}\left(\theta^{+}\right)$in the degenerated truncation and we will explain it as follows.

According to Eq. (24), the left and right analytical derivative can be written as

$$
\begin{align*}
& d_{\mathrm{ana}}^{\prime}\left(\theta^{-}\right)=-\boldsymbol{x}_{c}^{-} \cdot \boldsymbol{n}^{\prime}(\theta) \\
& d_{\mathrm{ana}}^{\prime}\left(\theta^{+}\right)=-\boldsymbol{x}_{c}^{+} \cdot \boldsymbol{n}^{\prime}(\theta) \tag{A.2}
\end{align*}
$$

However, because $H B$ is coincident with $B C$, the subdivision type at $\theta^{-}$and $\theta^{+}$are different. As shown in Fig. 16, the red segment $P_{1}^{-} P_{2}^{-}$is the interface at $\theta^{-}$which belongs to the type (a) in Fig. 8. Segment $P_{1}^{+} P_{2}^{+}$and $P_{3}^{+} P_{4}^{+}$are the interface at $\theta^{+}$which belongs to the type (c) in Fig. 8. Obviously, the centroid of interface at $\theta^{-}$and $\theta^{+}$, namely $\boldsymbol{x}_{c}^{-}$and $\boldsymbol{x}_{c}^{+}$, are


Fig. 17. The curves of $d(\theta)$ and $d^{\prime}(\theta)$ and $d^{\prime}(\theta)$ is discontinuous at $\theta=\pi / 2$.
different which leads to the discontinuity observed in Eq. (A.1). Specifically, $\boldsymbol{x}_{c}^{-}=(0.5,0)$ and $\boldsymbol{x}_{c}^{+}=(4-\sqrt{6}, 0)$ which can be obtain by solving

$$
\begin{align*}
& \boldsymbol{x}_{c}^{-}=\frac{\int_{H}^{B} \boldsymbol{x} \mathrm{~d} l}{|B H|}  \tag{A.3}\\
& \boldsymbol{x}_{c}^{+}=\frac{\int_{H}^{B} \boldsymbol{x} \mathrm{~d} l+\int_{\boldsymbol{x}_{c}^{+}}^{C} \boldsymbol{x} \mathrm{~d} l}{|B H|+\left|\boldsymbol{x}_{c}^{+} C\right|}
\end{align*}
$$

Substituting $\boldsymbol{x}_{c}^{-}$and $\boldsymbol{x}_{c}^{+}$in to Eq. (A.2) and compare the result in Eq. (A.1), we have $d_{\text {num }}^{\prime}\left(\theta^{-}\right)=d_{\mathrm{ana}}^{\prime}\left(\theta^{-}\right)$and $d_{\mathrm{num}}^{\prime}\left(\theta^{+}\right)=$ $d_{\text {ana }}^{\prime}\left(\theta^{+}\right)$.

Therefore, Eq. (24) and Eq. (25) are also applicable for the degenerated truncation. But in this situation, $\boldsymbol{x}_{c}$ depends on the orientation direction which will lead to the discontinuity of the derivatives. Fig. 17 shows the curves about $d(\theta)$ and $d^{\prime}(\theta)$ and as our expectation, $d^{\prime}(\theta)$ is discontinuous at $\theta=\pi / 2$.

The discontinuity of $d^{\prime}(\theta)$ will decrease the accuracy of the predicted planar constant in the proposed predicted-Newton's method if $\theta$ and $\theta+\Delta \theta$ locate on the opposite side of the discontinuity. In this situation, more iterations are required to find $d^{*}$. However, it just produces minor influence on the interface reconstruction process because the degenerated truncation is almost impossible in practice.
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