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Imposition of essential boundary conditions by displacement
constraint equations in meshless methods
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SUMMARY

One of major di�culties in the implementation of meshless methods is the imposition of essential
boundary conditions as the approximations do not pass through the nodal parameter values. As a
consequence, the imposition of essential boundary conditions in meshless methods is quite awkward. In
this paper, a displacement constraint equations method (DCEM) is proposed for the imposition of the
essential boundary conditions, in which the essential boundary conditions is treated as a constraint to
the discrete equations obtained from the Galerkin methods. Instead of using the methods of Lagrange
multipliers and the penalty method, a procedure is proposed in which unknowns are partitioned into two
subvectors, one consisting of unknowns on boundary �u, and one consisting of the remaining unknowns.
A simpli�ed displacement constraint equations method (SDCEM) is also proposed, which results in a
e�cient scheme with su�cient accuracy for the imposition of the essential boundary conditions in
meshless methods. The present method results in a symmetric, positive and banded sti�ness matrix.
Numerical results show that the accuracy of the present method is higher than that of the modi�ed
variational principles. The present method is a exact method for imposing essential boundary conditions
in meshless methods, and can be used in Galerkin-based meshless method, such as element-free Galerkin
methods, reproducing kernel particle method, meshless local Petrov–Galerkin method. Copyright ? 2001
John Wiley & Sons, Ltd.
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1. INTRODUCTION

During the past 30 years, the �nite element (FE) method has been very successful in many
research and engineering �elds. However, the lack of robust and e�cient 3D mesh generators
makes the solution of 3D problems a di�cult task. Furthermore, mesh-based methods are also
not well suited to the problems associated with extremely large deformation and problems
associated with frequent remeshing. Although several strategies have been developed to main-
tain a reasonable mesh shape, such as the arbitrary Lagrangian–Eularian (ALE) method, extra
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computational e�ort and di�culties are also introduced. In the simulation of failure processes,
frequent remeshing is required to model the propagation of cracks with arbitrary and complex
paths so that the computational e�ort required is very signi�cant.
To avoid these drawbacks of the FE, considerable e�ort has been devoted during recent

years to the development of the so-called meshless method, and about 10 di�erent meshless
methods have been developed, such as the smoothed particle hydrodynamics (SPH) [1], the
di�use element (DE) method [2], the element-free Galerkin (EFG) method [3], the partition
of unity �nite element (PUFE) [4], the reproducing kernel particle (RKP) method [5], the
�nite point (FP) method [6], the hp clouds method [7; 8], the meshless local Petrov–Galerkin
(MLPG) method [9], and several others. Based on the EFG, a meshless method has been pro-
posed for discontinuum [10], such as jointed rock masses, in which rock blocks are modelled
by EFG while joints are modelled by interfaces. The displacement �elds are discontinuous
across rock blocks.
One of the major di�culties in the implementation of meshless methods is the noninter-

polatory character of the approximation, that is, the approximation does not pass through the
nodal parameter values. As a consequence, the imposition of essential boundary conditions is
quite awkward and several di�erent approaches have been developed:

(1) Direct collocation method [11–13].
(2) Lagrange multiplier approaches [3; 14].
(3) Modi�ed variational principles [11; 12].
(4) Penalty methods [9; 10; 15].
(5) Coupling to �nite element [16; 17].
(6) Admissible approximation approaches [18].
(7) d’Alembert’s principle [19].
(8) Modi�ed collocation method [15].
(9) Discrete form of essential boundary conditions [20].

As mentioned in Reference [21], the disadvantage of the Lagrange multiplier approaches is
that the discrete equations for a linear self-adjoint partial di�erential equations (PDE) are no
longer positive de�nite nor banded; moreover, this method leads to an awkward structure for
the linear algebraic equations for the discrete system, and increases the number of unknowns.
The approach based on the modi�ed variational principles results in banded equations, but the
boundary conditions are not imposed as accurate as the method of Lagrange multipliers, and
might bring unstable solutions [22]. The penalty methods are very simple to be implemented,
but the penalty must be chosen appropriately.
In the coupled EFG=FE approach, elements are placed around the boundary of the domain

so that the essential boundary conditions are applied to �nite element nodes by standard meth-
ods. In admissible approximation approach, the essential boundary conditions are imposed by
forcing the weight function to be zero on Dirichlet boundaries [18]. In Reference [20], the trial
function is modi�ed based on the weak form of the essential boundary conditions to satisfy
the kinematic (essential) boundary conditions in the sense of weak form. Lu and Belytschko
proved that the weak form of essential boundary conditions is identical to the method of
Lagrange multipliers if the same shape functions are used for the Lagrange multipliers and
the test and trial functions.
In the direct collocation method, the collocation condition, û;= �u on boundary �u, is used,

where �u are the prescribed nodal displacements on boundary �u. However, û is not the �nal
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displacement vector at nodes in MLS. It contains the �ctitious nodal values used to �t the
displacement functions with the MLS approximation. Therefore, enforcement of û= �u on
�u is not appropriate [15]. The modi�ed collocation method [15] is shown to yield much
more accurate results than the direct collocation methods, but the sti�ness matrix obtained is
unsymmetrical.
G�unther and Liu [19] proposed a algorithm based on the d’Alembert’s principle that can

be used for general constraints both in meshless methods and �nite elements. In their scheme,
n di�erential equations and m constraints are replaced by n–m equations through choosing
n–m generalized variables. Meanwhile, the Gram–Schmidt algorithm is used to determine the
Jacobi matrix and to orthogonalize the constraints.
In this paper, a displacement constraint equations method is proposed for the imposition

of the essential boundary conditions in meshless methods, in which the essential boundary
conditions is treated as a displacement constraint to the discrete equations obtained from
Galerkin methods. Unlike the procedure proposed in Reference [19], the unknown parameters
are partitioned into two subvectors; one consisting of unknowns on boundary �u, and one
consisting of the remaining unknowns. All other matrices and vectors are also partitioned
in the same way. The present procedure is a exact method, and results in a system with
a reduced number of unknowns. Compared with Lagrange multipliers method and Penalty
method, computational e�ort required is reduced and the accuracy of the solution is improved.
A simpli�ed approach is also proposed to further reduce the computational e�ort required. As
a test, a cantilever beam, an in�nite plate with hole, and a two-dimensional Poisson equation
are analyzed in detail. The present approaches give more accurate results than the modi�ed
variational principles, and can be used in Galerkin-based meshless methods, such as EFG,
RKP, and MLPG, etc.

2. GALERKIN METHOD

Two methods of discretization have been dominant in existing meshless methods [21]:

(1) Collocation methods, which are used in SPH [1], hp-meshless cloud method [7] and
FPM [6].

(2) Galerkin methods or Petrov–Galerkin methods, which are used in EFG [3], hp clouds
[8], PUFEM [4], RKPM [5], MLPG [9] and other methods.

In collocation methods, essential boundary conditions can be easily imposed so that only
Galerkin methods and Petrov Galerkin methods are discussed in this paper.
As an example, we will consider the two-dimensional problem

∇ · b+ f =0 in 
 (1)
u= �u on �u (2)

b · n= �t on �t (3)

where n is the unit normal to the boundary �t , b is the stress tensor, u the displacement �eld,
f the body force. In (1)–(3), the superposed bar denotes prescribed boundary values.
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The week form of (1) is given by∫


∇s�u : b d
−

∫


�u · f d
−

∫
�t
�u · �t d� = 0 (4)

where the test function �u vanishes on �u. In the above, ∇su is the symmetric part of ∇u.
Meshless approximation function uh(x) can be expressed as

uh(x)=
np∑
I=1
NI (x)uI (5)

where np is the total number of nodes in the domain of de�nition of the meshless approxima-
tion, uh(x), for the trial function u at x, NI (x) is the shape function of meshless approximation
corresponding to node xI evaluated at x, and uI is the nodal value of u(x) at node x= xI . Shape
functions NI (x) can be constructed by various approximation methods resulting in di�erent
meshless methods. Substituting (5) into (4) leads to the discrete equations

KU=F (6)

where

K=
∫


BTDB d
 (7)

F=
∫


N(x)f d
 +

∫
�t
N(x)�t d� (8)

U= [u1 u2 · · · uN ]T (9)

and N is the total number of nodes in 
, �u and �t . The discrete equations for other type
of PDE are similar to (6), with the exception of di�erent de�nition of coe�cient matrices
K and F.

3. ESSENTIAL BOUNDARY CONDITIONS

Because the approximations uh(x) do not satisfy the �nite-element-like Kronecker delta con-
dition, the imposition of the essential boundary conditions (2) is quite awkward in meshless
methods. Actually, the essential boundary condition (2) is a constraint to the weak form of
PDE. Instead of using the method of Lagrange multipliers, a e�cient and simple procedure
is proposed in this paper to solve this constrained problem.
Let Su be the set of nodes which are on �u, and S the total set of nodes. Suppose there

are nu nodes in Su and N nodes in S. Substituting the meshless approximation function (5)
into the essential boundary condition (2) leads to

BU= �U (10)

where

BiJ =NJ (xi) (11)
�Ui = �u(xi); i ∈ Su; J ∈ S (12)
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Equation (6) must be solved under the constraint of (10). However, there are N unknowns
and N + nu equations in (6) and (10), so that they can not be solved directly. Based on
d’Alembert’s principles, G�unther and Liu [19] proposed a scheme which can be used for
general constraints. In their scheme, the linear constraint (10) was orthogonalized by using
the Gram–Schmidt algorithm so that

BBT = I (13)

where I is the identity matrix. Again, the Gram–Schmidt algorithm was used to obtain an
(N − nu)×N Jacobi matrix J with

JBT = 0 (14)

JJT = I (15)

The unknown vector U can be written using generalized variables y as

U = JTy+ BT �U (16)

Substituting (16) into (6) and premultiplying by J leads to

K̃y= F̃ (17)

with

K̃= JKJT

F̃= J
(
F−KBT �U)

Equation (17) is a system of (N − nu)× (N − nu) linear algebraic equations.
In this paper, another simple and e�cient scheme is proposed to solve this constrained

problem. The nodes are so numbered that U can be partitioned into two subvectors; U1
consisting of unknowns in 
− �u, and U2 consisting of unknowns on �u, that is

U =
[
UT1 UT2

]T (18)

where U1 ∈ RN−nu , and U2 ∈ Rnu . Other matrices and vectors are also partitioned in the same
way, so that

B=
[
B1 B2

]
(19)

K=
[
K11 K12
K21 K22

]
(20)

F=
[
FT1 FT2

]T (21)

where B2 is a square matrix of order nu, and K11 a square matrix of order N − nu. Subvector
U2 is obtained as the solution of (10), namely

U2 = B−1
2
�U − B−1

2 B1U1 (22)
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Substituting (22) into (18) results in

U = Û+ TU1 (23)

where

Û =

[
0

B−1
2
�U

]
; T =

[
I

−B−1
2 B1

]
(24)

Substituting (23) into (6), and premultiplying by TT leads to a system with N − nu un-
knowns, namely

�KU1 = �F (25)

where

�K=TTKT (26)

�F=TT(F−KÛ) (27)

In (25), matrix �K is symmetric and also positive de�nite if su�cient constraints are pro-
vided. It will be shown that �K is also banded. After U1 is obtained from (25), U2 can be
obtained from (22). Because the order of matrix B2 is very low, the computational e�ort
required for the calculation of �K and �F in (26) and (27) is not signi�cant, so that the present
scheme is e�cient. Meanwhile, the present scheme is a exact scheme for the imposition of
essential boundary condition in meshless methods.
Comparing (25) and (17), one can deduce that the present method is di�erent from that

proposed in Reference [19]. Although the order of (25) is identical to that of (17), the matrices
�K and �F in (25) are di�erent from K̃ and F̃ in (17). Compared with (17), the present method
is more e�cient because only factorization of a nu× nu (nu.N ) matrix, B2, is required to
obtain the transformation matrix T. In the next section, a simpli�ed approach is developed so
that B2 become a diagonal matrix. Consequently, �K and �F are very easy to be calculated.
Actually, the imposition of essential boundary conditions in the �nite element method is a

special case of the present method. In the �nite element method, matrix B is given by

B = [0 I] (28)

Substituting (28) into (26) and (27) leads to

�K=K11 (29)
�F= F1 −K12 �U (30)

This is just the standard formulation for the imposition of essential boundary conditions in
the �nite element method.
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Figure 1. A simple example.

4. SIMPLIFIED APPROACH

To develop a simpli�ed scheme, Equations (26) and (27) can be rewritten as

�K=K11 −
(
B−1
2 B1

)TK21 −K12(B−1
2 B1

)
+

(
B−1
2 B1

)TK22(B−1
2 B1

)
(31)

�F= F1 −
(
B−1
2 B1

)TF2 − [
K12 −

(
B−1
2 B1

)TK22]B−1
2
�U (32)

For convenience, the problem shown in Figure 1 is considered, in which nodes 7–9 are on
boundary �u. Assume that nodes 4 and 8 are located in the support of node 7, nodes 5, 7
and 9 are located in the support of node 8, and nodes 6 and 8 are located in the support of
node 9. In this particular case, matrix B is a 3× 9 matrix, i.e.

B =


0 0 0 ∗ 0 0 ∗ ∗ 0
0 0 0 0 ∗ 0 ∗ ∗ ∗
0 0 0 0 0 ∗ 0 ∗ ∗


 (33)

and B−1
2 is a full matrix. In (33), asterisk represents a non-zero entry. The matrix B−1

2 B1 can
be expressed as

B−1
2 B1 = [[0]3×3 [∗]3×3] (34)

where [∗]3×3 represents a 3× 3 full real matrix, and [0]3×3 a 3× 3 zero matrix. The matrix
K21 is of the same form as B1, i.e.

K21 =


0 0 0 ∗ 0 0
0 0 0 0 ∗ 0
0 0 0 0 0 ∗


 (35)

The second and third terms in (31) are given by[
[0]3×3 [0]3×3
[0]3×3 [∗]3×3

]
(36)
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Equation (36) shows that nodes 4–6 are fully coupled in �K, disregarding whether they are
coupled in K11. This character also holds for the last term in (31). As a consequence, although
�K is a banded matrix, but its band widths are di�erent from those of K11. This is due to the
fullness of matrix B−1

2 .
From physical points of view, because node 8 is located in the support of node 7, all nodes

in the support of node 8 will be coupled with nodes in the support of node 7. For the same
reason, all nodes in the support of node 9 are also coupled with nodes in the supports of
nodes 7 and 8. Consequently, nodes 4–6 will be fully coupled, disregarding whether node 6
is in the support of node 4. Keeping this point in mind, the band widths of matrix �K can be
easily determined prior to the calculation of its elements. Usually, the support of nodes on
boundary �u is only a small part of 
, so that the band widths of �K are very close to those
of K11.
In hp-meshless cloud method [7], a relatively simple and e�ective selection algorithm are

adopted to select nodes used to construct the interpolation functions. In this algorithm, not
all nodes in the support of a node are used in the construction of the interpolation functions.
Based on this consideration, it is reasonable to exclude other boundary nodes from the support
of a boundary node when assemble the boundary condition matrix B in (10). For instance,
nodes 7 and 9 will be excluded from the support of node 8. Consequently, matrix B2 is a
diagonal matrix, so that the band widths of matrix �K are the exactly same as those of matrix
K11. Meanwhile, matrices �K and �F in (25) can be obtained e�ciently. Numerical studies
presented in Section 5 show that this simpli�ed method gives almost the same results as
those obtained by the method without the simpli�cation.
The present method can be easily implemented in an existing Galerkin based meshless

code. Note that K11 depends on nodes in 
 − �u, and is independent of nodes on bound-
ary �u. Only K11, K21 and B1 are needed to be allocated, and matrix �K can share storage
with K11.

5. NUMERICAL EXAMPLES

The present method is implemented in the computer code developed in References [10; 23],
which are based on EFG. The exponential weight function

wI (dI) =



e−(dI =c)

2 − e−(dmI =c)2
1− e−(dmI =c)2 if dI¡dmI

0 if dI¿dmI

(37)

proposed in Reference [3] is used. In this paper, the domain of de�nition of the MLS ap-
proximation for the trial function at a quadrature point is a circle, whose radius, dmI ; is
chosen automatically to ensure that the total number of nodes in the circle equals 3m,
where m is the number of monomials included in the basis of the moving least square
interpolant and is set to 6 (quadratic basis) in the numerical examples presented in this
section.
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Figure 2. Cantilever beam.

For accuracy studies, the L2 relative error norm in displacement and stress are calculated
by

‖eu2‖=

[∫


(uh(x)− uexact(x))T(uh(x)− uexact(x)) d


]1=2
[∫



(uexact(x))Tuexact(x) d


]1=2 (38)

‖e�2‖=

[∫


(�h(x)− �exact(x))T(�h(x)− �exact(x)) d


]1=2
[∫



(�exact(x))T�exact(x) d


]1=2 (39)

respectively. In (38) and (39), uexact(x) and �exact(x) are the exact solution of displacement and
stress at x, uh(x) and �h(x) are the approximation of displacement and stress at x, respectively.

5.1. Cantilever beam

The exact solution for cantilever beam subjected to end load as shown in Figure 2 is given
by Timoshenko and Goodier [24] as

ux =− P
6EI

(
y − D

2

)
[(6L− 3x)x + (2 + �)(y2 −Dy)] (40)

uy =
P
6EI

[
3�

(
y − 1

2
D
)2
(L− x) + 1

4
(4 + 5�)D2x + (3L− x)x2

]
(41)

where E is the elastic modulus, � is the Poisson’s ratio, and I is the moment of inertia which is
given by D3=12 for a beam with rectangular cross-section and unit thickness. The stresses are

�xx =−P
I
(L− x)

(
y − 1

2
D
)

(42)

�yy =0 (43)

�xy =−Py
2I
(y −D) (44)
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Figure 3. 9× 5 regular data points.

Table I. L2 relative error norm in displacement (per cent).

Penalty Constraint equations Simpli�ed
dmI =c method method method

3.0 1.44 1.43 1.42
3.5 1.06 1.06 1.09
4.0 0.85 0.85 0.87

Table II. L2 relative error norm in stress (per cent).

Penalty Constraint equations Simpli�ed
dmI =c method method method

3.0 8.54 8.53 8.73
3.5 8.28 8.28 8.52
4.0 8.33 8.33 8.46

This problem is solved with dimensionless parameters E=1:0× 103, �= 1
3 , P=6, D=2

and L=12. The nodal arrangements used in the analysis as well as the nodes used to enforce
boundary conditions are shown in Figure 3. 10× 6 cell structure is used for quadrature, with
4× 4 Gauss quadrature in each cell. Numerical results are strongly dependent on the choice
of parameter c used in the MLS approximation. Errors in displacement and stress are given
in Tables I and II for di�erent value of dmI =c. This numerical study also shows that the
simpli�ed method is accurate and e�cient.

5.2. An in�nite plate with hole

An in�nite plate with a central circular hole is subjected to a unidirectional tensile load of 1.0
in the x direction. Due to symmetry, only the upper-right quadrant of the plate is modelled.
Elastic modulus E and Poisson’s ratio � are assumed to be 1:0× 103 and 0.3, respectively.
Symmetry conditions are imposed on the left and bottom edges, and the inner boundary at
a=1 is traction-free. The exact solution for the stresses is

�x(x; y) = 1− a2

r2

(
3
2
cos 2�+ cos 4�

)
+
3a4

2r4
cos 4� (45)

Copyright ? 2001 John Wiley & Sons, Ltd. Commun. Numer. Meth. Engng 2001; 17:165–178



ESSENTIAL BOUNDARY CONDITIONS IN MESHLESS METHODS 175

Figure 4. Data points.

Table III. L2 relative error norm in stress for the in�nite plate
with hole (per cent).

Penalty Constraint equations Simpli�ed
dmI =c method method method

2.5 9.68 9.68 9.67
3.0 10.78 10.78 10.79
3.5 10.74 10.74 10.76

�y(x; y) =−a
2

r2

(
1
2
cos 2�− cos 4�

)
− 3a4

2r4
cos 4� (46)

�xy(x; y) =−a
2

r2

(
1
2
sin 2�+ sin 4�

)
+
3a4

2r4
sin 4� (47)

where (r; �) are the usual polar coordinates and � is measured from the positive x axis
counterclockwise. Traction boundary conditions given by the exact solutions (45)–(47) are
imposed on the right (x=5) and top (y=5) edges. There are 98 data points and 40 cells in
the analysis, with 4× 4 Gauss quadrature in each cell. Figure 4 shows the nodal arrangement
used in the analysis, and L2 relative norm in stress are listed in Table III for di�erent value
of dmI =c.

5.3. Poisson equation

Consider Poisson equation,

∇2u=−2(x + y − x2 − y2) in 
= [0; 1]× [0; 1]
u=0 on @


whose analytical solution is given by

u(x; y)= (x − x2)(y − y2)

Copyright ? 2001 John Wiley & Sons, Ltd. Commun. Numer. Meth. Engng 2001; 17:165–178
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Figure 5. Regular nodal arrangement
with 121 nodes.

Figure 6. Irregular nodal arrangement
with 114 nodes.

Table IV. L2 relative error norm for regular nodal arrangement (%).

Constraint equation Simpli�ed Modi�ed variational
c=dmI method method principles

0.30 0.35 0.39 0.48
0.45 2.07 2.08 2.27

Table V. L2 relative error norm for irregular nodal arrangement (per cent).

Constraint equations Simpli�ed Modi�ed variational
c=dmI method method principles

0.30 1.17 1.18 4.07
0.45 3.47 3.35 4.56

This problem is analyzed by using a regular and an irregular nodal arrangement, as shown
in Figures 5 and 6. Numerical results are compared with those obtained by the modi�ed
variational principles with di�erent value of c in Tables IV and V.

6. CONCLUDING REMARKS

In this paper, the essential boundary conditions are imposed by constraint equations method.
A e�cient and accurate scheme is proposed to solve this constrained problem, which reduce a
system of N ×N algebraic equations (6) and nu constraints into a system of (N−nu)× (N−nu)
algebraic equations. The present method is a exact method for imposing the essential boundary
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conditions in meshless methods, and it is superior to the method of Lagrange multipliers, the
modi�ed variational principles and the penalty method. A simpli�ed method is also proposed
in this paper. For most cases, the simpli�ed method gives almost the same results as those
given by the method without simpli�cation, while it simpli�es the calculation signi�cantly.
Therefore the simpli�ed method is recommended.
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