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Abstract

The fluid–structure-interaction (FSI) modeling is important for both academic studies and engineering applications, but is
lso one of the grand challenges in the numerical modeling community. The FSI problems with multi-material fluid flow
nd extreme structure deformation accompanied with fractures and crack growth are less explored areas. In these problems,
he interface reconstruction, multi-material advection, interface interaction on the complicated fluid structure interface and
otential structure fragmentation must be all taken into account. This paper aims to present an effective monolithic approach of
mmersed multi-material arbitrary Lagrangian Eulerian material point method (IALEMPM) by immersing the MPM particles
n the MMALE grid. In this novel method, the interfaces between the fluid and structure are tracked implicitly by the MPM
articles and the interface interactions are implicitly implemented by assembling the nodal force and the nodal momentum
rom both the solid particles and fluid cells. The consistence time integration scheme, rezoning phase and remapping phase
re also established to guarantee the consistence requirements during the whole simulation. Numerical examples, including a
hock-obstacle interaction, a blast-plate interaction and a structure fragmentation are studied by using the IALEMPM, and all
he numerical results show good agreement with the benchmark and the experiment data, which indicates that the IALEMPM
s effective for solving these complicated FSI problems.

2022 Elsevier B.V. All rights reserved.
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1. Introduction

Fluid–structure-interaction (FSI) is a common phenomenon in nature and widely exists in engineering fields. It
s important to figure out the mechanism of the physical phenomenon related to FSI or summarize physical laws
or engineering applications. Many researchers use numerical simulations to study FSI problems ranging in porous
edia [1,2], blood flow [3], atmospheric turbulent flows over environmental terrains [4], nuclear [5], sailing of
arine vessels [6] and parachutes [7–10]. Numerical simulation methods have already made remarkable progress in

ealing with the non-extreme problems. However, FSI problems with multi-material fluid flow and extreme structure
eformation accompanied with fractures and crack growth are less explored areas. The accurate simulation to these
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phenomena is of great significance in the area of architecture explosive defense, weapon damage capability analysis
and airfoil design. In these problems, the difficulty mainly lies in complicated two-way fluid–structure interaction at
the fluid–structure interfaces which may become distorted or fragmented due to the large deformation and potential
fracturing of the structure. The large discrepancy of material behaviors between the nonlinear plastic solid and the
multi-material fluid imposes an additional challenge.

The coupling of the mesh-based methods such as the finite element method (FEM), finite difference method
FDM) or finite volume method (FVM) is still the most common techniques to establish FSI simulation method.
ccording to different handling methods of fluid–structure coupling interface boundary, Kim and Choi [11] grouped

he modeling methodologies into two main categories. The first category encapsulates the methods where the fluid
esh conforms to the solid boundaries, while the second category groups all the methods where there are overlaps

etween the fluid and the solid meshes. Interface-tracking methods such as the arbitrary Lagrangian–Eulerian (ALE)
ethod [12–14] and space–time methods [15–17] are the typical representative of the first category. The conformal
eshing could accurately track the fluid structure interfaces with relatively coarse mesh, however, the remeshing

nd remapping techniques are required to maintain the quality of elements as the mesh deforms. Furthermore, the
onformal property of the mesh could terminate the calculation when the interfaces are distorted. In the another
SI methodology, the mesh does not conform to the structural domain. Immersed boundary method [18], cut-
ell method [19], and level-set methods [20] solve the fluid problem on a fixed Eulerian mesh with respective
pecial interface algorithm. Such techniques require a more refined mesh for resolving the interface, satisfying the
nterface conditions, and capturing the boundary layer. The immersed boundary method (IB) originally proposed
y Peskin [18] in the 1970s was to study the flow patterns around the valves. Based on the immersed method,
ther formulations were proposed like immersed finite element method (IFEM) proposed by Zhang et al. [21,22]
nd immersed smoothed finite element method (IS-FEM) [23] for the solution of the interaction problems between
he complex fluid flow in fixed grid and deformable finite element structure. The term “immersed” indicates that
he structure is submerged in the entire fluid domain and interaction between fluid and structure is accomplished
y distributing the nodal forces and interpolating the velocities between Eulerian and Lagrangian domains. The
dvantage of the IB method is embodied in that the fluid–structure interface is tracked automatically with a relatively
imple cartesian mesh configuration which is more effective. Therefore, immersed method is suitable to solve FSI
roblems with complex fluid structure interfaces. The mesh-based methods have made profound progress in the
odeling of massive problems such as the incompressible flow [24], weakly compressible flow with nonlinear elastic

olid [25] and the FSI with thickless flexible bodies [26] at high accuracy, stability and efficiency. However the
esh-based methods which rely upon the topological grid to discretize the domain are not well suited in modeling

arge deformation and massive fracture generating and extending.
Since the 1970s, efforts have been underway to seek better alternatives to overcome limitations of mesh-based

ormulations. With the development of numerical methodologies, the mesh-free methods have been found to provide
n efficient and accurate solution for many practical problems. The mesh-free methods, such as the smoothed
article hydrodynamics (SPH) [27], element-free Galerkin method (EFGM) [28], reproducing kernel particle method
RKPM) [29], material point method (MPM) [30], and peridynamics (PD) [31] are considered to be better suited
or solving problems involving moving boundaries, large deformation, structure failure and crack growth. The
emarkable capabilities of mesh-free methods in modeling nonlinear fluid and solid problems have motivated
omputational community to solve FSI problems employing mesh-free methods. Because all the mesh-free methods
iscretize the domain with particles which carry the physical information and solve the control equation by the
article interaction, the coupling of mesh-free method for FSI algorithm is directive. Han and Hu [32] proposed
SPH modeling of FSI interaction by combining a transport-velocity SPH scheme which advances fluid motions
ith a total Lagrangian SPH formulation to deal with the structure deformations and Zhang et al. [33] proposed a
iemann-SPH method to simulate hydroelastic fluid–structure interaction (FSI) problems. The SPH method has also
een coupled with newly developed PD to modeling fracture in the FSI [34,35]. For the other mesh-free methods,
oga et al. [2] used the MPM to simulate FSI problem of soil deformation where two sets of MPM particles are
onsidered to represent soil skeleton and pore water layers. Nevertheless, it is still hard for the mesh-free method
o precisely simulate the compressible fluid flow with shock wave.

Hence, in order to take advantages of the high accuracy of mesh-based method in fluid and the ability to
imulate large deformation of mesh-free method in solid, technologies to couple the two method have been proposed.

ilmanov et al. [36] developed a hybrid immersed boundary and material point method for solving the 3D, unsteady,
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incompressible Navier–Stokes equations in curvilinear coordinates. Yu et al. [37] also adopted an immersed method
to form a hybrid meshfree-Cartesian scheme with mesh-free particles to model large deformation of solid in the
Cartesian described fluid domain. Zheng et al. [38] coupled the lattice Boltzmann and material point method for
fluid–solid interaction problems involving massive deformation. Shimada et al. [39] proposed a monolithic method
that uses the cell-centered finite volume formulation in the Eulerian description and the Lagrangian marker particles
in the solid region to establish an incompressible mixture formulation. However, few method has explored the area
of the compressible fluid with multiple materials and the structure with nonlinear material property (like plasticity),
large deformation and fractures, which is the main target of our work.

For the large deformation and potential fracturing in the structure, the material point method (MPM) provides
powerful tool. The MPM is a kind of hybrid Lagrangian and Eulerian method. The domain is discretized by

agrangian particles which carry the motion, deformation and constitutive information (such as stress, strain, internal
nergy and stress history). In each time step, the information on the particles is projected to the background grid to
olve the weak form of momentum equation. The updated Lagrangian mesh momentum is then remapped back to
articles to update their state variables, and the background grid is reset to its initial state. Hence, the background
rid performs like an Eulerian mesh which avoids mesh distortion and element entanglement. The MPM has been
pplied in modeling many extreme events, such as hyper velocity impact [40,41], penetration [42], explosion [43],
racture evolution [44–47], fluid–structure interaction [36,48,49]. For the compressible flow with multiple materials,
he multi-material arbitrary Lagrangian Eulerian method (MMALE) [50–52] is a suitable choice. The MMALE was
riginally proposed to solve fluids with multiple materials without tracking the complicated material interfaces. It
ntroduces multi-material cells to allow multiple materials attending in a single cell, which makes MMALE superior
n simulating complicated compressible flow in 3D with pure or multiple materials. The MMALE is successful
n simulation of multi-material compressible flow due to its high accuracy and precisely tracing of the material
nterface. The MMALE also adopts a hybrid Lagrangian and Eulerian description of indirect ALE [53] which
onsists of three phases, a Lagrangian phase [54,55] in which the physical variables and mesh are updated, a
ezoning phase for defining a new mesh with better quality, and a remapping phase [52,56] wherein the physical
ariables are conservatively interpolated from the old Lagrangian mesh onto the newly rezoned one. It is inspiring
hat the MPM and MMALE are analogical, where both of them consist of Lagrangian momentum updating and
ulerian remeshing. Therefore, by applying the aforementioned immersed method to submerge the MPM particles in
MALE grid, the MPM is coupled with MMALE to establish a monolithic FSI algorithm named immersed multi-
aterial arbitrary Lagrangian Eulerian material point method (IALEMPM). The monolithic formulation makes the

omplicated fluid–structure interaction in extreme problems be implemented implicitly, so that the IALEMPM is
ffective for solving complicated FSI problems with multi-material compressible fluid flow and extreme structure
eformation and fracturing.

The remaining part of the paper is organized as follows. In Section 2, the basic idea of the MMALE and MPM
s briefly reviewed with emphasis on their similarity. Section 3 presents the detailed formation of the proposed
ALEMPM including the Lagrangian step, the rezoning phase and the remapping phase. Numerical results on several
enchmark problems are given in Section 4. Finally Section 5 gives the conclusion.

. Brief review of the MMALE and MPM method

Both the MMALE and MPM employ the Lagrangian method to solve the governing equations. The governing
quations of continuum mechanics in the updated Lagrangian frame are

dρ

dt
= −ρvi,i (1)

ρ
dvi

dt
= σi j, j + ρbi (2)

ρ
de
dt

= ε̇i jσi j (3)

where ρ is the current density, e is the specific internal energy, the subscripts i and j indicate the components of
the spatial variables following the Einstein convention, vi is the velocity, bi is the body force per unit mass, σi j is
the Cauchy stress, ε is the Cauchy strain. Note that the comma in the subscript denotes the derivative.
i j

3
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The weak form equivalent to the momentum equation (2) and the traction boundary condition is given as∫
Ω

ρüiδui dΩ +

∫
Ω

ρσ s
i jδui, j dΩ −

∫
Ω

ρbiδui dΩ −

∫
Γt

ρt s
i δui dΓ = 0 (4)

here Γt denotes the traction boundary of the material domain Ω , σ s
i j = σi j/ρ is the specific stress, t̄ s

i = t̄i/ρ is
the specific traction, t̄i is the traction, ui is the displacement and δui is the virtual displacement.

The displacement field can be approximated as

ui (x) = N I (x) u I
i (5)

where the superscript I denotes the variables associated with the grid node I following the Einstein convention,
N I (x) denotes the grid nodal shape function, u I

i is the grid nodal displacement and x is the coordinate in the
current configuration.

Substituting Eq. (5) into the weak form equation (4) and invoking the arbitrariness of the virtual displacement
δu I

i leads to the grid nodal momentum equation

ṗ I
i = f I

i + f̃ I
i , ∀I /∈ Γu (6)

here Γu is the displacement boundary of the material domain,

p I
i = m I u̇ I

i (7)

s the grid nodal momentum,

m I
=

∫
Ω

ρN I (x) dΩ (8)

s the lumped grid nodal mass,

f I
i = −

∫
Ω

N I
, j (x) σi j dΩ (9)

s the internal nodal force,

f̃ I
i =

∫
Ω

ρbi N I (x) dΩ +

∫
Γt

N I (x) t̄i dΓ (10)

s the external nodal force. In Eq. (7), the consistent grid nodal mass is replaced by the lumped grid nodal mass to
ignificantly reduce the computational cost of the explicit integration.

The momentum equation equation (6) is solved by different spatial discretization in the MMALE and MPM.

.1. The MMALE method for fluid

As aforementioned, the MMALE method consists of a Lagrangian phase, a rezoning phase and a remapping
hase.

.1.1. Lagrangian phase
In the Lagrangian phase, the computational frame follows the material motion. Many efforts have been devoted

o develop an accurate, stable and robust formulation to simulate the behavior of fluid in the Lagrangian frame.
he compatible discretization scheme [55,57] is one of the most important Lagrangian schemes. It employs the
taggered discretization, in which the position and velocity are located at the nodes while other variables such as
ensity, internal energy, pressure and sound speed are cell-centered.

patial discretization. Fig. 1 shows a 2D staggered grid discretization of four cells, in which each cell is divided
nto four corner volumes. The characters c and I respectively denote the cell and node, and Ω I

c denotes the sub-cell
domain in the cell c at the corner of node I . The subscripts of c and I denote the serial number. The controlling

omain of a node is defined as the summation of the connected corner domains, namely,

Ω I
=

∑
Ω I

c (11)

c

4



L. Kan and X. Zhang Computer Methods in Applied Mechanics and Engineering 396 (2022) 115099

L
d
t

w

i

w

Fig. 1. The spatial discretization of staggered grid.

and also the cell domain can be represented by

Ωc =

∑
I

Ω I
c (12)

The density is stored in cell center and denoted as ρc. Thus, the corner mass m I
c can be obtained as

m I
c = ρcV I

c (13)

where V I
c is the corner volume of the sub-cell domain Ω I

c . By summing up the corner mass around a node or in a
cell, the nodal mass m I and cell mass mc can be calculated as

m I
=

∑
Ω I

c ∈Ω I

m I
c , mc =

∑
Ω I

c ∈Ωc

m I
c (14)

The nodal mass defined in Eq. (14) is an approximation to Eq. (8) and is treated as a constant value in the
agrangian phase. This treatment can reduce the computational time consumption and eliminate the spurious grid
istortion and the resultant grid tangling [55]. The volume of sub-cell domain in 3D can be calculated by cutting
he hexahedron into six tetrahedrons and summing up their volumes [57].

Then substituting the stress tensor σi j = −Pδi j into the momentum conservation law equation (2) gives

ρ
dvi

dt
=−P,i + ρbi (15)

here P denotes the pressure and δi j denotes the Kronecker delta. Integrating Eq. (15) on the support domain Ω I

and applying the Gauss’s theory lead to the discretized momentum equation

m I ü I
i = −

∑
c

∫
Γ I

c

Pni dΓ + m I bI
i +

∫
Γ I

t

t̄i dΓ = f I
i + f̃ I

i (16)

where ni denotes the normal vector, Γ I
c denotes the inner surfaces of sub-cell Ω I

c , Γ I
t denotes the force boundary

n the support of the node I ,

f I
i =

∑
c

f I
ci = −

∑
c

P I
c

∫
Γ I

c

ni dΓ (17)

f̃ I
i = m I bI

i +

∫
Γ I

t

t̄i dΓ (18)

here f I
ci is the corner force of the sub-cell Ω I

c in the i th direction.
The internal energy equation (3) can also be rewritten as

ρ
de

= −Pvi,i (19)

dt

5
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Substituting Eq. (16) into Eq. (19) and applying the energy conservation law of the whole system result in the
nternal energy semi-discrete scheme [57]

mc
dec

dt
= −

∑
I

v I
i f I

ci (20)

It should be emphasized that the discretization of the momentum and energy equations is compatible because the
energy conservation of the system can be rigorously preserved. The total energy Φ consists of total internal energy
and kinetic energy, namely

Φ =

∑
c

mcec +

∑
I

1
2

m I v I
i v I

i

The derivative of Φ is given as

dΦ
dt

=

∑
c

mc
dec

dt
+

∑
I

m I v I
i

dv I
i

dt

=

∑
c

mc
dec

dt
+

∑
I

∑
c

v I
i f I

ci +

∑
I

v I
i f̃ I

i

=

∑
c

(mc
dec

dt
+

∑
I

v I
i f I

ci ) +

∑
I

v I
i f̃ I

i

=

∑
I

v I
i f̃ I

i

here the momentum equations (16), (17) and internal energy discrete equation (20) are substituted. In the equation
bove, the total energy is only related to the external force f̃ I

i , which indicates that the energy conservation of the
ystem can be rigorously preserved. Therefore, Eqs. (16) and (20) are termed as the “compatible discretization”.

ime integration. The predictor–corrector scheme [58] is used for the time integration. In the predictor step, a
emporary grid is updated to the half-step k + 1/2 first as

u I,k+1/2
i = u I,k

i +
1
2
v

I,k
i ∆t (21)

V k+1/2
c = V (u I,k+1/2

i ) (22)

here V (u I,k+1/2
i ) denotes the cell volume at the half-step, and the comma in the superscript separates the time

ndex from spatial index. The volume V (u I,k+1/2
i ) is calculated by the positions of nodes at the half-step x I,k+1/2

i
in the cell. Then the pressure Pk+1/2

c can be calculated by an isentropic hypothesis as

Pk+1/2
c = Pk

c − ρk
c (κk

c )2 V k+1/2
c − V k

c

V k
c

(23)

here κ denotes the adiabatic sound velocity and is calculated according to the equation of state. Substituting the
emporary pressure Pk+1/2

c to Eq. (16) and applying the force boundary, the nodal acceleration of the half-step is
btained as

a I,k+1/2
i =

f I,k+1/2
i + f̃ I,k+1/2

i

m I
(24)

here a denotes the acceleration.
For the corrector step, the grid of the next step is calculated by the temporary force and acceleration, namely,

v
I,k+1
i = v

I,k
i + a I,k+1/2

i ∆t (25)

v
I,k+1/2
i =

1
2

(v I,k
i + v

I,k+1
i ) (26)

u I,k+1
i = u I,k

i + v
I,k+1/2
i ∆t (27)

V k+1
c = V (u I,k+1

i ) (28)
6
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Fig. 2. Flow chart of the MMALE.

The cell centered density, specific internal energy and pressure are updated by the volume, energy conservation
law and the equation of state, respectively, namely

ρk+1
c = mc/V k+1

c (29)

mc
ek+1

c − ek
c

∆t
= −

∑
I

f I,k+1/2
c,i v

I,k+1/2
i (30)

Pk+1
c = P(ρk+1

c , ek+1
c ) (31)

here P(ρk+1
c , ek+1

c ) denotes the function of the equation of state of the fluid, and it is used to update the pressure
ccording to the density and specific internal energy.

A flow chart of the solution scheme is briefly illustrated in Fig. 2.
The artificial viscosity is very important to be applied to provide the entropy production and introduce dissipation

or shock discontinuity, and a large number of artificial viscosity schemes have been proposed. In this paper, a tensor
nite element viscosity and an edge viscosity are applied [59,60]. Since the pressure, energy and density are stored

n the cell center in the staggered grid, the Lagrangian step essentially adopts the one-point Gaussian quadrature.
ence, an hourglass viscosity is also needed to eliminate the hourglass motion and spurious vorticity [61].
For the multi-material cells where the cell is composed of multiple materials in the MMALE, the material portion

an be represented by material volume fraction ηl and material centroid ξli , where the subscript l denotes the lth
aterial. The density, pressure and specific energy of each material are also carried by the cell center as ρl , Pl and el ,

espectively. A closure model [62–65] is needed to derive multi-material element pressure to form the corner force
nd to formulate the updating scheme of the material internal energy and pressure. The Tipton pressure relaxation
odel [65] is the most popular one and used in this paper. Additionally, the material centroid should also be updated

n the Lagrangian phase for the material interface reconstruction and a constant parametric coordinate method [66]

s a convenient choice.

7
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Fig. 3. Remapping process of MMALE [52]. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

2.1.2. Rezoning phase
In the rezoning phase, the new mesh with higher quality replaces the distorted old mesh. Two critical problems

hich should be solved in this phase are when and how to rezone the mesh. For the first one, the grid can be judged
istorted when the shape of the cell is distorted [50] or the average node displacement between two Lagrangian step
s quite small [51]. And for the other problem, in the tradition ALE scheme where the rezoned mesh is required
o conform the material interface, the rezoning scheme is still difficult and time-consuming. However, under the
ormulation of the MMALE which allows the material interface pass through the cell and adopts a cell-intersection
ased remapping method, the difficulties in the rezoning phase are avoided in essence because the location of
he material interface does not affect the rezoning phase any more. Some rezoning scheme can be found in the
iterature [50,67], while the simplest scheme for structured regular hexahedron grid is to reset the distorted old grid
o its initial position.

.1.3. Remapping phase
The purpose of the remapping phase is to determine the physical variables, including density, internal energy,

aterial volume fraction, material centroid and velocity in the new grid generated by the rezoning phase.
As illustrated in Fig. 3, the multi-material remapping phase consists of three steps [52]: (a) reconstruct the

aterial surfaces (dashed lines) of the distorted grid (black solid lines) between the material A (in blue) and
material B (in red) by an interface reconstruction scheme, so that the original multi-material cells are cut into
separated polyhedrons of pure material (black lines). (b) Intersect the rezoned grid (black lines) with the material
polyhedrons (yellow lines) to obtain the intersection pieces. (c) Accumulate the physical variables of all intersection
pieces in a new cell to obtain the physical variables of the new cell.

Piecewise Linear Interface Calculation (PLIC) is a commonly used method for constructing fluid interfaces in
multi-material cells based on the volume fraction of each fluid in each cell. In this paper, the moment of fluid (MoF)
method [68–70] is used to reconstruct fluid interfaces. Compared with the traditional PLIC-VoF method [66], the
MoF does not need any information from the neighbor cells, which allows it to be implemented as a cell-by-
cell black-box routine and be parallelized innately. The MoF constructs a fluid interface by precisely matching
the materials’ volume and minimizing the discrepancy between the given reference materials’ centroid and the
reconstructed materials’ centroid. Namely, the MoF determines a particular plane n · x + d = 0 to minimize the
objective function

f (n, d) = ∥ξ (n, d) − ξ ref
∥

2 (32)

ubject to the volume condition

V (n, d) = V ref (33)

here n and d denote the parameters of the reconstructed plane, and ξ (n, d) and V (n, d) are the centroid and
olume below the truncation polyhedron by the reconstructed interface, respectively. ξ ref and V ref are respectively
he given reference material centroid and volume in the multi-material cell. The reference volume and centroid here
re actually the volume and centroid of the material in the multi-material cell and are updated in the Lagrangian
hase. The referenced volume is obtained from the volume fraction. If the material l is chosen to be the target, the

ref
eference volume is given as, V = ηl V . The referenced centroid ξ (n, d) of each material is stored in the cell

8
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center and its natural coordinates are assumed to be constant in the Lagrangian phase. This approximation is proved
valid by Kucharik et al. [66].

After the interface reconstruction process, the old grid is decomposed into non-overlapping polyhedrons and each
olyhedron only contains one material, which is termed as the material polyhedron. For the pure material cell, no
nterface reconstruction is carried out and the whole cell is treated as a material polyhedron. The variables for every

aterial are interpolated to the material polyhedrons and then the variable remapping calculation is conducted.
The intersection based remapping method [51,52,71] relieves the aforementioned limitations of the rezoning

hase and is widely used to interpolate the volume fraction and the material centroid in MMALE to avoid the
nphysical phenomena like negative mass and pseudo fragmentation [72]. In the intersection based method, every
ell in the new grid intersects with the material polyhedrons in the old grid.

To remap the cell-centered variables ρcl , ecl , Vc, ηl and ξli , the cell volume and the mass, internal energy, volume,
nd the moment of the lth material in the cell c of the new grid are first accumulated by intersecting with cells of
he old grid as

Ṽc =

∑
t

∫
Ω(Ht ∩Ω̃c)

dΩ , t ∈ {t | Ht ∩ Ω̃c ̸= ∅} (34)

m̃cl =

∑
t

∫
Ω(Ht ∩Ω̃c)

ρdΩ , t ∈ {t | Ht ∩ Ω̃c ̸= ∅, Ht ∈ Hl} (35)

Ẽcl =

∑
t

∫
Ω(Ht ∩Ω̃c)

ρedΩ , t ∈ {t | Ht ∩ Ω̃c ̸= ∅, Ht ∈ Hl} (36)

Ṽcl =

∑
t

∫
Ω(Ht ∩Ω̃c)

dΩ , t ∈ {t | Ht ∩ Ω̃c ̸= ∅, Ht ∈ Hl} (37)

M̃cli =

∑
t

∫
Ω(Ht ∩Ω̃c)

xi dΩ , t ∈ {t | Ht ∩ Ω̃c ̸= ∅, Ht ∈ Hl} (38)

where Ω̃c denotes the cell c of the new grid, Ht denotes the polyhedron t in the old grid. Ω (Ht ∩ Ω̃c) is the
intersected domain of the new grid cell c and the polyhedron t in the old grid. Ẽcl , m̃cl , Ṽcl and M̃cli denote the
internal energy, mass, volume and moment of the lth material in the cth cell of the new grid, and Hl denotes the
set of all the polyhedrons of the lth material. Note that the field of the density ρ and internal energy per volume
ρe in the above equations in each cell are obtained by linear reconstruction from the surrounding 26 cell centers
with the least square method to ensure the second-order accuracy.

Subsequently, the density ρ̃cl , specific internal energy ẽcl , the volume fraction η̃cl and the centroid ξ̃cli of the
material l in the new grid cell c are given as

ρ̃cl = m̃cl/Ṽcl (39)

ẽcl = Ẽcl/m̃cl (40)

η̃cl = Ṽcl/Ṽc (41)

ξ̃cli = M̃cli/Ṽcl (42)

For the nodal velocity ṽ I
i , the nodal momentum and mass are accumulated first by intersecting the controlling

domains between new nodes and the old nodes, namely,

m̃ I
=

∑
t

ρt

∫
Ω(Ht ∩Ω̃c)

dΩ , t ∈ {t | Ht ∩ Ω̃ I
̸= ∅} (43)

p̃ I
i =

∑
t

vtiρt

∫
Ω(Ht ∩Ω̃c)

dΩ , t ∈ {t | Ht ∩ Ω̃ I
̸= ∅} (44)

where Ω̃ I is the support domain of I th node in the new grid, vti is the velocity of polyhedron t obtained by
interpolation and ρt denote the polyhedron density. Subsequently, the node velocity in the new grid is

ṽ I
=

p̃ I
i (45)
i m̃ I

9
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Fig. 4. The spatial discretization of the MPM.

After these two steps, the variables have been remapped to the newly rezoned grid from the old grid. Another
round of Lagrangian phase would continue. Since the nodal mass is constant during the Lagrangian phase, Eqs. (13)
and (14) are used here to calculate the constant nodal mass.

The advantages of the intersection based remapping are obvious. Firstly, the volume fraction and material centroid
in the new grid cells are directly calculated from the configurations of different materials from the old grid, rather
than calculating the material flux. Hence it avoids the drawbacks of the flux based remapping like negative mass
and unphysical material fragments in essence. Secondly, different from the flux based remapping where the new
and old grid must be close to each other to calculate the appropriate flux region, the topology of the old and new
grid can even be different in the intersection based remapping. This property significantly increases the flexibility
in the rezoning phase.

The key technique of the intersection based remapping is an accurate, efficient and robust calculation of the
intersection portion of any two arbitrary polyhedrons. This issue has been well settled by a robust and efficient
polyhedron subdivision and intersection algorithm proposed by Chen et al. [52]. In their “Clipping and Projecting”
algorithm, the instability in the small cut caused by the geometric degeneracy can be thoroughly avoided because
the geometry integrity is preserved in the new algorithm. And they also report that their “Clipping and Projecting”
algorithm improves the efficiency by 55% to 65%.

2.2. The MPM for structure

The computational cycle of the MPM consists of four primary steps: (1) particle-to-grid projection, (2)
Lagrangian mesh momentum updating, (3) particle updating and (4) resetting the background grid. The formation
of the MPM is analogical to the MMALE. In order to emphasize the similarity between the MPM and MMALE,
the MPM is also presented by Lagrangian phase, rezoning phase and remapping phase.

2.2.1. Lagrangian phase
Spatial discretization. In the MPM, the body is discretized into particles as illustrated in Fig. 4.

The density can be approximated as

ρ(x) =

n p∑
p=1

m pδ(x − x p) (46)

where n p is the total number of the particles, m p is the mass of particle p, δ is the Dirac delta function with
dimension of the inverse of volume, and x p is the spatial coordinate of particle p. Step (1) is implemented by
substituting Eq. (46) into Eqs. (7)∼(10), so that the mass, momentum, internal force and external force are obtained
as

m I
=

np∑
p=1

N I
pm p (47)

p I
i =

np∑
N I

pm pvi p (48)

p=1

10
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f I
i = −

np∑
p=1

Vp N I
p, jσi j p (49)

f̃ I
i =

np∑
p=1

(m p N I
pbi p + N I

p t̄i ph−1Vp) (50)

here the subscript p denotes the variables associated with particle p, and m p, Vp, σi j p and bi p are the mass,
olume, stress and body force per unit mass of particle p, respectively. N I

p = N I
(
x p

)
is the shape function of the

ode I evaluated at the position of particle p. In Eq. (50), t̄i p = t̄i (x p) is the traction of particle p and h is the
hickness of the fictitious layer used to convert the surface integral into a volume integral.

ime integration. The leapfrog integration [73], a kind of central difference method which provides second-order
ccuracy in time integration, is used in the MPM in step (2). The velocity v

I,k+1/2
i at time tk+1/2 can be updated as

v
I,k+1/2
i = v

I,k−1/2
i + a I,k

i ∆tk (51)

here a I,k
i denotes the acceleration of node I at time t , which is derived from the nodal force, namely,

a I,k
i =

f I
i + f̃ I

i

m I
(52)

and then the displacement at time tk+1 can be updated as

u I,k+1
i = u I,k

i + v
I,k+1/2
i ∆tk+1/2 (53)

here

∆tk
=

1
2

(∆tk−1/2
+ ∆tk+1/2) (54)

After the momentum is updated on the background grid, the particle variables are then updated from the variables
on the background grid in step (3), namely

ε̇
k+1/2
i j p =

1
2

(N I
p, jv

I,k+1/2
i + N I

p,iv
I,k+1/2
j ) (55)

Ω̇
k+1/2
i j p =

1
2

(N I
p, jv

I,k+1/2
i − N I

p,iv
I,k+1/2
j ) (56)

v
k+1/2
i p = v

k−1/2
i p +

na∑
I=1

N I
pa I,k

i ∆t (57)

xk+1
i p = xk

ip +

na∑
I=1

N I
pv

I,k+1/2
i ∆t (58)

here na, ε̇i j and Ω̇i j are the total number of grid nodes, strain rate and vorticity rate respectively.
The constitutive model is used to update the stress from the strain rate and the vorticity rate which has been

llustrated by Zhang [74] in detail. The MPM could update the particle stress at the beginning of each time step or
t the end of each time step, which are referred to the update stress first scheme (USF), and the update stress last
cheme (USL), respectively. In addition, the modified update stress last scheme (MUSL) which is an improvement
ver the USL can also be used in the MPM. The detailed solution scheme is illustrated in Fig. 5.

.2.2. Rezoning phase
After step (3), all the information has been mapped back to particles, so that step (4) simply reset the deformed

agrangian grid to its initial position. That is to say, the deformed grid is replaced by its original undeformed grid
n rezoning phase, which does not take any extra cost. The structured hexahedron mesh is usually employed in 3D
imulation.

.2.3. Remapping phase
In the MPM, all physical variables are carried by particles. The physical variables of the new grid are
econstructed from those of particles at the beginning of the next time step by step (1). Therefore, the particles

11



L. Kan and X. Zhang Computer Methods in Applied Mechanics and Engineering 396 (2022) 115099
Fig. 5. Flow chart of the MPM [75].

take the role of intermedium to transmit information from the old grid to the new grid, and by this means, the
MPM completes the remapping phase.

2.3. Comparison between the MMLAE and MPM

The MMALE and MPM both solve the weak form of momentum equation in an updating Lagrangian scheme
with different spatial discretization and time integration schemes. The MMALE discretizes the calculation domain
by a Lagrangian mesh, so that the accuracy is relatively higher and the problems with strong compression can
be better simulated. The MPM stores all the information on the particles, so that the stress and strain histories for
complex plastic material model are recorded in Lagrangian fashion without remapping dissipation, so that the MPM
performs well in simulating the plastic deformation or structure damage. The MMALE is preferred in modeling
multi-phase fluid flow, while the MPM is preferred in modeling the solid with extreme deformation and fracture.
Therefore, it is a good choice to couple the MMALE and MPM to model the FSI problems with structure fracture.

Both the MMALE and MPM follow the same calculation framework of Lagrangian phase, rezoning phase and
remapping phase. The difference is that in the MMALE, the rezoning and remapping phase are executed when mesh
is distorted after plenty of Lagrangian steps, while in the MPM, the two Eulerian phases follow every Lagrangian
step. Thus, it is very natural to couple the MMALE with MPM based on the immersed boundary technique to
establish a monolithic FSI algorithm, as shown in next section.

3. Immersed multi-material arbitrary Lagrangian Eulerian material point method

Similar to the MMALE and MPM, the immersed multi-material arbitrary Lagrangian Eulerian material point
method (IALEMPM) also consists of a Lagrangian phase, a rezoning phase and a remapping phase.
12
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Fig. 6. The spatial discretization of the IALEMPM.

3.1. Lagrangian phase

Spatial discretization. The immersed boundary method is employed to develop the IALEMPM, in which the solid
region is submerged in the fluid region, and the space occupied by solid domain is filled with the virtual fluid,
as shown in Fig. 6. The fluid domain including the virtual fluid is discretized by a Lagrangian grid and the solid
domain is discretized by a set of particles. The Lagrangian cells can be divided into three types, namely, fluid cells

f occupied by fluid only, structure cells C s occupied by solid only and the mixed cells Cm occupied partially by
uid and partially by structure. The weak form equation (4) is solved in the Lagrangian grid, so that the velocity,
cceleration and displacement are stored on nodes. In the fluid cells, the density, pressure and internal energy are
arried by the cell centers marked as “×” in Fig. 6. In the solid cell, the solid variables are carried by particles
arked as solid dot, and the variables of virtual fluid are stored at the cell centers. For the mixed cell, the virtual

nd real fluids have the same physical variables stored in the cell center and the solid information are stored on the
articles located in the cell.

In the solution domain, the density, stress and specific internal energy field can be described by

ρ = ρf
+ µ(ρs

− ρf) (59)

σi j = σ f
i j + µ(σ s

i j − σ f
i j ) (60)

e = ef
+ µ(es

− ef) (61)

here

µ(x) =

{
0 x ∈ Ω f

1 x ∈ Ω s (62)

ith Ω f denotes the fluid region and Ω s denotes the solid region. These equations indicate that the solution domain
ould be treated as a fluid domain with a modification from the solid domain. Therefore, the integration in Eq. (8)
an be calculated by integrating the fluid domain (including virtual fluid) variables and adding a solid particle
ntegration modification, namely,

m I
=

∫
Ω

ρf N I (x) dΩ +

∫
Ω

µ
(
ρs

− ρf) N I (x) dΩ (63)

Combining Eqs. (13), (14) and (47) gives the nodal mass as

m I
=

∑
c

ρcV I
c +

∑
p

(
ρp − ρ ′

p

)
Vp N I

p (64)

here the ρ ′
p denotes the density of the virtual fluid in the support domain of particle p, and it is exactly the density
f the structure cell or mixed cell in which the particle p locates. The right-hand side (RHS) of Eq. (64) contains a

13
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fluid part calculated by the cell-centered quadrature of MMALE and a solid modification part calculated by particle
quadrature of MPM.

Similar to the nodal mass, the nodal force can be derived by substituting Eq. (60) into Eq. (9) and combining
qs. (16) and (49), namely,

f I
i =

∑
c

f I
ci −

∑
p

Vp N I
p, j

(
σi j p + P ′

pδi j
)

(65)

where P ′
p denotes the pressure of the virtual fluid which is located in the support domain of particle p. The nodal

force in Eq. (65) still contains a fluid part calculated by the cell-centered quadrature of MMALE and a solid
modification part calculated by particle quadrature of MPM. In the fluid cell, the nodal force is the same as the
nodal force in the MMALE. In the structure cell, an error is derived from the different quadrature of the virtual
fluid pressure. Compared with the fluid, the solid has much higher stiffness, so the virtual fluid pressure is much
lower than the stress which makes the influence of the quadrature error can be neglected. However, in the mixed
cell, also due to the high stiffness of the solid, the nodal force is mainly decided by the solid stress in Eq. (65),
leading to the fluid flow changed by the solid stress. Hence, the fluid–structure interface is actually extended to the
edge of mixed cell in the IALEMPM.

After the momentum is updated, the state variables on the cell centers (for fluid) and particles (for solid) are
updated respectively. For the solid particles, the strain rate and vorticity rate are calculated by Eqs. (55) and (56).
Then the stress is updated by a constitutive model. For the fluid cell centers, the energy conservation law is used
to update the internal energy, and the pressure is updated by the internal energy. Substituting Eqs. (59)∼(61) into
the energy conservation equation (3) leads to

ρ
de
dt

=ρf def

dt
+ µ

(
ρs des

dt
− ρf def

dt

)
= ε̇i j (σ f

i j + µ(σ s
i j − σ f

i j )) (66)

Because the fluid and solid share a common displacement field, so the strain rate ε̇i j between fluid and solid is
the same. Integrating the equation in a cell and applying the cell center quadrature for fluid and particle quadrature
for solid, the discrete energy equation in a cell is obtained as⎛⎝mc −

∑
p∈Ωc

ρ ′

pVp

⎞⎠ dec

dt
+

∑
p∈Ωc

ρpVp
dep

dt
= −

∑
I

v I
i f I

ci +

∑
p∈Ωc

ε̇i j pσi j pVp +

∑
p∈Ωc

ε̇i icp P ′

pVp (67)

The energy conservation equation is satisfied on the particles, i.e.

ρp
dep

dt
= ε̇i j pσi j p (68)

o that Eq. (67) can be rewritten by substituting ε̇i i defined by Eq. (55) as⎛⎝mc −

∑
p∈Ωc

ρ ′

pVp

⎞⎠ dec

dt
= −

∑
I

v I
i f I

ci +

∑
p∈Ωc

∑
I

N I
p,iv

I
i P ′

pVp (69)

Comparing with Eq. (20) in MMALE, Eq. (69) subtracts the internal energy of the virtual fluid and makes a
trict energy conservation. In pure fluid region, Eq. (69) is the same as Eq. (20). For the pure structure region, the
ass of the real fluid calculated by the bracket in the LHS is zero. However the RHS is not essentially zero because

he corner force in the MMALE is an approximation to center quadrature and is not equal to the particle quadrature
n the MPM. Therefore, local instability may be introduced by Eq. (69).

Another choice to update the cell specific internal energy is to use the original equation (20) in the MMALE as
n approximation. In the mixed and solid cells, Eq. (20) will bring in an energy error because the influence of the
irtual fluid is not excluded in the energy calculation. But in solid region, the volume changes are always much
ower than those in the fluid region due to the much higher stiffness of solid, so that the error is always quite low
ompared to the energy change in structure. As a result, Eq. (20) is more stable and efficient to update the fluid
nternal energy and is used to eliminate the potential local instability in this paper.
14
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Time integration. The predictor–corrector scheme is used for the time integration, whose main process has been
eviewed in Section 2.1.1.

For the predictor step, a temporary grid is first updated by Eqs. (21) and (22). The strain rate and vorticity rate
f the structure are obtained as

∆εk
i j p =

1
2

(
N I

p, jv
I,k
i + N I

p,iv
I,k
j

)
·

1
2
∆t (70)

∆Ωk
i j p =

1
2

(
N I

p, jv
I,k
i − N I

p,iv
I,k
j

)
·

1
2
∆t (71)

nd then the pressure Pk+1/2
c and σ

k+1/2
i j p are calculated by the isentropic hypothesis equation (23) and the constitutive

odel

σ
k+1/2
i j p = σi j

(
σ k

i j p,∆εk
i j p,∆Ωk

i j p

)
Substituting the temporary pressure and stress into Eq. (65) gives the nodal force f I

i , and then substituting f I
i

into Eq. (24) gives the nodal acceleration.
For the corrector step, the grid of the next step is calculated by the temporary force and acceleration, namely

Eqs. (25)∼(28). Then the cell centered variables for fluid are updated by Eqs. (29)∼(31). The variables on the
particles for solid are updated by

∆ε
k+1/2
i j p =

1
2

(
N I

p, jv
I,k+1/2
i + N I

p,iv
I,k+1/2
j

)
∆t

∆Ω
k+1/2
i j p =

1
2

(
N I

p, jv
I,k+1/2
i − N I

p,iv
I,k+1/2
j

)
∆t

σ k+1
i j p = σi j

(
σ k

i j p,∆ε
k+1/2
i j p ,∆Ω

k+1/2
i j p

)
The solution scheme is briefly illustrated in Fig. 7. As the IALEMPM is a monolithic approach where the fluid

nd solid are solved together, there is no explicit displacement or force boundaries at the fluid structure interface.
he FSI coupling process is implicitly implemented, and the fluid and solid are updated synchronously. In the
agrangian phase, the fluid and structure region share the same displacement and velocity field. Therefore, the
isplacement continuity condition of FSI in all direction is automatically satisfied, which means that the IALEMPM
dopts a no-slip boundary condition. In the inviscid flow which is focused in this paper, though the no-slip boundary
mposes an additional restriction on the tangential velocity between the fluid and solid, this influence will only be
estricted in one layer of fluid cell nearest the fluid–structure interface because the velocity gradient in the inviscid
uid will not cause tangential force. Therefore, the no-slip boundary is a valid approximation here. The interaction
orces between solid and fluid are implicitly imposed by adding the nodal internal forces without tracking the
uid–structure interfaces.

In the Lagrangian phase, the Lagrangian solid particles move in accordance with the grid, which indicates that
he nature coordinate of the particle in each cell is constant before the grid gets remeshed and the velocity of the
articles can be directly interpolated from nodal velocities as

vk
ip =

∑
I

N I
pv

I,k
i (72)

where the shape function of particles is constant in time so denoted by N I
p without superscript k. Due to this

property, the particles in the Lagrangian phase could be treat as the quadrature point with fixed relative position to
the grid.

The above formulation has no effect on the closure model, the artificial viscosity and the hourglass viscosity, so
that the same technique for fluid computation is also applied in the IALEMPM.

It should be also noticed that in the IALEMPM, the algorithm only requires the solid to be inside the grid, no
matter the grid element is void or not. So the solid can be correctly simulated when it is submerged in the void
element. But when simulating the FSI problems with multiple materials, it is not practicable to set one kind of
material as void element because the material interface with void material cannot be solved in fluid region. Taking
the problem that structure enters the water as an example, the air part has to be set as air or other fluid instead of

void because the void-water interface cannot be solved.

15



L. Kan and X. Zhang Computer Methods in Applied Mechanics and Engineering 396 (2022) 115099
Fig. 7. Flow chart of the IALEMPM.

3.2. Rezoning phase

In the IALEMPM, the rezoning phase is essential to recover the grid quality. Because the grid is not required
to conform the material interface or the fluid solid interface, any rezoning scheme can be used here according to
the practical demand. One of the most convenient and efficient rezoning scheme is to recreate a structured regular
hexahedron mesh for 3D simulation as the MPM does. In addition, a structured regular mesh makes the nature
coordinate of particles in each cell easy to be determined.

3.3. Remapping phase

After the rezoning phase, the physical variables in the newly created domain are calculated from the old domain.
In the remapping phase, variables from both the old grid and the particles should be taken into consideration. The
process of the remapping phase of IALEMPM is illustrated in Fig. 8: (a) The old distorted grid contains real fluid
region in blue and structure region in gray; (b) The fluid region containing the real fluid region and virtual fluid
region in green is remapped to new grid by the intersection method described in Section 2.1.3. The rezoned grid is
represented by black lines while the distorted old grid is represented by yellow lines; (c) The new grid is modified
by solid properties on the particles (black dot).

Firstly, the remapping step of the fluid region uses the intersection method in MMALE. The cell-centered
variables are calculated by accumulating in Eqs. (34)∼(38) and averaging in each cell as Eqs. (39)∼(42). The

velocity field is calculated by intersecting the control domains of nodes, namely Eqs. (43)∼(45).
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Fig. 8. Remapping process of IALEMPM. (For interpretation of the references to color in this figure legend, the reader is referred to the
eb version of this article.)

In order to modify the new grid by solid region, the nature coordinate of each particle is first calculated to derive
he shape function Ñ I

p in the new grid. The mass and momentum calculated by Eqs. (43) and (44) only allow for
he contribution of fluid region without solid region, so that a modification should be applied here which is similar
o the nodal mass and force modification, namely,

m̃ I
=

∑
t

ρt

∫
Ω(Ht ∩Ω̃c)

dΩ +

∑
p

(ρp − ρ ′

p)Vp Ñ I
p, t ∈ {t | Ht ∩ Ω̃ I

̸= ∅} (73)

p̃ I
i =

∑
t

vtiρt

∫
Ω(Ht ∩Ω̃c)

dΩ +

∑
p

(ρp − ρ ′

p)vi pVp Ñ I
p, t ∈ {t | Ht ∩ Ω̃ I

̸= ∅} (74)

here ρ ′
p denotes the density of the virtual fluid in old grid cell in which the particle p is located. Then the final

elocity of the new grid can be calculated by Eq. (45).
Similar to the remapping phase in the MMALE, the nodal mass calculated by intersection in Eq. (73) is only to

olve the nodal velocity, and then the constant nodal mass is calculated in this step by Eq. (64).
In this paper, the remapping algorithm is based on the work by Jia et al. [51] which has second order accuracy

nd the “Clipping and Projecting” intersection algorithm proposed by Chen et al. [52] which improves the efficiency
y 55% to 65%. In both MMALE and IALEMPM, the remapping phase only carries out after the rezoning phase,
o that there are lots of time steps between two remapping phases. However the remapping phase is still time
onsuming and accounts for more than 50% total simulation time in the examples in the next section. Therefore,
mproving the efficiency of the remapping phase is significant to the MMALE and IALEMPM.

. Numerical examples

In this section, three numerical examples, including a 2D shock-obstacle interaction, a blast-plate interaction and
structure fragmentation under blast load, are studied to investigate the performance of the IALEMPM in modeling
ifferent kinds of problems.

.1. 2D shock-obstacle interaction

The shock-obstacle interaction problem is an important field of research not only in fundamental sciences but also
n engineering applications. In this simulation, the propagation, reflection and superposition of a shock wave under
he influence of solid obstacle could be found, which will examine the capability of the IALEMPM to solve the
ompressible fluid flow with shock wave under solid influence. The problem has been studied numerically [76,77]
nd experimentally [78,79], which makes this problem an excellent benchmark.

The simulation domain is chosen as [0, 15] × [−3.5, 3.5] × [−0.005, 0.005]. The initial domain is split into
wo sub-domains Ω1 with l1 = 7 and Ω2 with l2 = 8, as shown in Fig. 9. The sub-domain Ω2 contains
tationary gas of (ρ2, e2, v2) = (1, 2.5, 0), while the gas in sub-domain Ω1 has the property of (ρ1, e1, v1) =

3.673715, 6.15552, (2.4198, 0, 0)). Both the two sub-domains have the same material which is the ideal gas with
he specific heat ratio γ = 1.4. A piston-like boundary condition defined by the inward velocity v1 is prescribed at
he left boundary initially. A cylinder obstacle with a diameter of d = 1 is set at l3 = 9. The above settings make a
hock wave at the interface of Ω1 and Ω2 propagate toward the right part with a constant velocity Ms = 2.81 until

he wave impinges on the cylinder obstacle.
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Fig. 9. Shock-obstacle interaction.

In the modeling of the ideal gas, the pressure is linear with the internal energy per unit initial volume E , namely,

P = (γ − 1)
ρ

ρ0
E (75)

here E = ρ0e. So the pressure on the pressure boundary at the right edge is set as P2 = 1.
The Schlieren pictures obtained by the IALEMPM are compared with those obtained by experiment [79] in

ig. 10. In the early shock diffraction (Fig. 10(b)), the primary incident shock (IS), reflected bow shock (RS), first
ach shock (MS1), first contact discontinuity (CD1), vortex (V) and the first triple point (TP1) are well captured

y the simulation. In the later diffraction (Fig. 10(d)), the second Mach shock (MS2), contact discontinuity (CD2)
nd triple point (TP2) can be easily identified. Compared to the experimental results of the two different times, the
ow features are well simulated by the IALEMPM. Fig. 11 further compares the triple point trajectory obtained by

he IALEMPM with those obtained by experiments [78,79]. This example shows that the simulation results of the
ALEMPM are in good agreement with the experimental data.

The pressure time history of the diffraction process at several positions on the cylinder surface are plotted in
ig. 12(a). Seven gauge points are evenly set on the cylinder surface every 30 degrees. The shock wave could be
aptured by the pressure history. The peak pressure at the rear stagnation point 7 is higher than that of the point 5
nd 6, which indicates a sudden jump of pressure after the two Mach shocks collide. The streamlines of the later
hock diffraction are shown in Fig. 12(b). The formation of a pair of counter-rotating vortices together with the
ppearance of a curved reflected shock can be seen from the streamlines which is similar to the work by Chaudhuri
t al. [77].

In general, the shock waves and the complex interactions under the influence of structure could be well captured
nd simulated by the IALEMPM.

.2. Blast-plate interaction

In this example, a metal plate deforms under a blast load from a near-field explosion. This problem has
een studied experimentally by Neuberger [80] with the devices shown in Fig. 13(a). They conducted series of
xperiments with different plate and explosive size, and recorded the maximal vertical displacement of the plate
f each experiment. In this section, we simulate one of their experiments in order to examine the capability of the
ALEMPM to solve problems with large structure deformation under fluid loading.

The solution domain is chosen as [0 m, 0.3 m] × [0 m, 0.3 m] × [0 m, 0.15 m]. The TNT explosive is located
t the origin (0 m, 0 m, 0 m), and the plate is located at a distance of R = 0.1 m from the origin. Due to the
ymmetry, only the first octant of the model is simulated, as shown in Fig. 13(b). The TNT explosive is shown in
lue, the plate is shown in red, and the air is shown in yellow. The surfaces of x = 0 m, y = 0 m and z = 0 m
re set as symmetric boundaries, and the other three are set as pressure boundaries with the same pressure as the
urrounding air. The diameter of the circular plate is D = 0.5 m with the thickness d = 0.01 m. The radius of the

xplosive is r = 0.041 m, so its mass is 0.468 kg.
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Fig. 10. Schlieren picture obtained of experimental results [79] and IALEMPM.

Fig. 11. Triple point trajectory (experimental data refers to Ref. [78,79]).
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Fig. 12. (a) Pressure history of gauge points; (b) Streamline.

Fig. 13. (a) The experiment devices [80] (b) Blast-plate interaction. (For interpretation of the references to color in this figure legend, the
eader is referred to the web version of this article.)

The JWL equation of state

p = A
(

1 −
ω

R1V

)
e−R1V

+ B
(

1 −
ω

R2V

)
e−R2V

+ ωρe (76)

s used to model the explosive products [81], where A = 3.7 × 105 MPa, B = 3.23 × 103 MPa, R1 = 4.15,
R2 = 0.95 and ω = 0.3. V = ρ0/ρ is the relative volume. The initial density and the specific internal energy are

0 = 1630 kg/m3 and e0 = 4.3 MJ/kg, respectively.
The circular plate is made of RHA steel which can be modeled by the simplified Johnson–Cook constitutive

odel [80]

σy =
(

A + Bε pn) (1 + C ln ε̇) (77)

here A = 950 MPa, B = 560 MPa, n = 0.26 and C = 0.014. The Young’s modulus and Poisson’s ratio of the
HA steel are 210 GPa and 0.28, respectively. The Mie–Gruneisen equation of state [82]

P = PH

(
1 −

γµ)
+ γρe (78)
2
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Fig. 14. Fluid pressure contour.

is used to relate the state variables of RHA steel, where µ = ρ/ρ0 − 1 and γ = 1.67,

PH =

{
ρ0C2

0

[
µ + (2S − 1) µ2

+ (S − 1) (3S − 1) µ3
]

ρ0C2
0µ

µ > 0
µ < 0

(79)

with ρ0 = 7850 kg/m3, C0 = 4610 m/s and S = 1.49.
The equation of the surrounding air is also the ideal gas equation modeled by Eq. (75) with initial density

ρ0 = 1.225 kg/m3 and e0 = 0.2068 MJ/kg. The terminate time is set as t = 0.5 ms before which the maximal
ertical displacement of the plate has been reached.

Fig. 14 shows the pressure contour of the fluid region at different time before 0.1 ms. The solid is represented
y particles. In this period, the shock wave generated from the explosion firstly propagates toward the plate. After
he wave arrives at the plate, it interacts with the plate. For the fluid, the incident wave and reflected wave are
uperimposed and propagate along the radical direction of the plate with a higher peak pressure. For the plate, in
he meantime, the stress wave is generated and the plate starts to deform gradually.

Fig. 15 shows the equivalent stress contour and deformation of the plate in a larger time scale until 0.5 ms. It
shows that the deformation occurs at the center first and then expands along the radical direction. The magnitude
of the equivalent stress increases gradually. In the experiment, the maximal displacement takes place at the center
of the plate, and the ratio of the maximal displacement to the plate thickness δmax/d = 2.6. Fig. 16 shows the

isplacement history of the plate center. The displacement increases until around 0.46 ms, and the ratio δmax/d
urns out to be 2.44.

.3. Structure fragmentation under blast load

.3.1. Fragmentation of a cylinder shell
Tang et al. [83] observed the expanding fracture of 1045 steel cylinder shells driven by detonation using high

peed photography. This experiment is studied here by the IALEMPM as a plain strain problem in order to examine
he capability of the method to deal with structure fragmentation under the fluid loading. Due to symmetry, the
imulation domain is chosen as 0, 75 mm × 0, 75 mm × 0, 0.25 mm which contains a quarter concentric shell
[ ] [ ] [ ]
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Fig. 15. Equivalent stress contour of the plate.

Fig. 16. Displacement history of the center.

Table 1
The constants of Gurson model [87].

q1 q2 f0e f0s f f fc fN εN sN ε
f
p

1.5 1 0.005 0.0003 0.0021 0.2109 0.001 0.04 0.01 0.43

of TNT explosive and steel with two symmetric boundaries and two pressure boundaries with the same pressure
as the surrounding air, as shown in Fig. 17. The inner radius and outer radius of the explosive are r = 20 mm
and R = 30 mm respectively. The steel shell has thickness of d = 4 mm. The other part of the domain is the
surrounding air. Three gauge points 1, 2 and 3 marked as yellow triangles are set with the distances l1 = 22 mm,
2 = 25 mm and l3 = 28 mm, respectively to record the pressure histories.

In the experiment, the explosive is RHT-901 with a density of 1684 kg/m3, and the parameters of JWL equation of
state are taken from the literature [84] as A = 524.2 GPa, B = 0.0321 GPa, R1 = 4.15, R2 = 0.95, w = 0.3. For the
steel, simplified Johnson–Cook model is used with A = 5.07×105 MPa, B = 3.2×103 MPa, n = 0.28, C = 0.064.

he density of 7800 kg/m3, Young’s modulus of 210 GPa and Poisson’s ratio of 0.3 are employed according to
he literature [85]. In order to model the fragmentation, Gurson model [86] incorporated with a TEPLA-F failure
ondition which could describe the material microscopic defect under randomly distributed initial void fraction
s employed here. From the experiment, the fracture strain of the shell is measured to be ε

f
p =0.43. So in the

imulation, the parameters of the Gurson model and the TEPLA-F failure condition are listed in Table 1, where q1,
2, f f , fc, fN , εN , and sN are all parameters of Gurson model, f0e and f0s denote the mean and variance of the

nitial void fraction. The surrounding air is also treated as ideal gas.

22



L. Kan and X. Zhang Computer Methods in Applied Mechanics and Engineering 396 (2022) 115099

v

s
s
p
b
s
d
a
s
c
e

Fig. 17. Structure fragmentation under blast load.

Fig. 18. Contour by the IALEMPM. (For interpretation of the references to color in this figure legend, the reader is referred to the web
ersion of this article.)

Because the MPM can model both fluid and structure, this problem is also simulated by the MPM under the
ame simulation settings for comparison. The results obtained by the IALEMPM and MPM at different times are
hown in Figs. 18 and 19 respectively, in which the fluid region is demonstrated by pressure contour, and the solid
articles are colored by whether the particle is failed. The particles after failure are marked in red while those
efore failure are in blue. It shows that both the MPM and the IALEMPM reproduce the fracture process of the
teel shell. The shear instability firstly occurs at the inner side of the shell where the material was compressed by
etonation with high strain rate, causing particles here to fail. Then the outer side of the shell soon got in tension
long the circumferential direction, leading to tensile fracture. When the tensile fracture at the outer side meet the
hear instability band at the inner side, the mixed tensile-shear fracture grows up, which is indicated by the red
racks formed by failed particles. Nevertheless, the fracture simulated by the IALEMPM is more closed to the
xperimental result in terms of the appearance time of first crack, which is 8.0 µs in IALEMPM, 10.7 µs in MPM

and 8.8 µs in the experiment reported by Tang et al. [83].
The kinetic energy history of the steel shell and the pressure history of the three gauge points are shown in

Fig. 20. The kinetic energy history indicates that the load from the explosive can be divided into three stages.
At the first stage, the steel shell suffers from the instantaneous blast pressure load. After a while, the explosive
flows inside into the hollow cavity, leading to an unload to the shell. Finally, after a longer period of time, a shock
wave reflected from the center crashes into the steel shell and make the third stage of the kinetic energy rise. The
reflecting shock waves are captured clearly in the pressure history of gauge points in Fig. 20(b), (c) and (d) in the
simulation by IALEMPM. However, in the curves of the MPM, the peak pressure is not sharp or clear in (c) and (d),
as well as mass of oscillations can be found. This indicates that the IALEMPM perform much better in simulating

the fluid region. In Fig. 20(a), a box named “fracture box” is plotted to show the period of time from the cracks
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Fig. 19. Contour by the MPM. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
f this article.)

Fig. 20. Comparison between MPM and IALEMPM: (a) is the kinetic energy of steel shell, (b), (c) and (d) are pressure history of gauge
1, 2 and 3 respectively.

occurring to the stable crack patterns finally taking shape. The cracks are generated by the pressure loads, so that
in the IALEMPM, a better simulation of fluid region derives a larger kinetic energy and acquires a more accurate
occurrence time of the first crack.

4.3.2. Fragmentation of a sphere shell
The simulation of fragmentation of cylinder shell in Section 4.3.1 is extended to the fragmentation of a 3D sphere

hell in this section. An 1/8 model of the sphere shell and TNT explosive are submerged in the surrounding air
domain of [0, 50 mm] × [0, 50 mm] × [0, 50 mm], as illustrated in Fig. 21. The inner and outer radii of TNT are
R = 30 mm and r = 20 mm, respectively. The thickness of the shell is d = 4 mm. The material of TNT, air and
shell are set the same as those in Section 4.3.1.

In Fig. 22, the pressure contours in different time are shown in the left column. The propagation and reflection
of the 3D spherical wave are clearly observed, which has the same three stages as those in the cylinder blast. The
right column of the figure illustrates the creation of cracks and fragmentation of the shell, which is represented by
particles. Under the blast loading, the shell is expanded, and the failed particles (shown in red) form the cracks.

A power-law distribution of the fragments was observed by Oddershede et al. [88]. The scaling exponent was
found to be fairly sensitive to the shape of the object, but independent of the specific material, which can be
interpreted as a self-organized critical phenomena [89]. The mass distribution of fragments follows a power-law,
namely n(m) ∝ m−β where n denotes the number of fragments with mass m and β is the shape parameter. The
distribution of the fragments can be described by the total number of fragments with mass larger than or equal to
m divided by m, namely

N (m) =
1
m

∫
∞

m
n

(
m ′

)
dm ′ (80)

hich is plotted in Fig. 23 for this example. It shows that the fragment distribution follows the power law with
he parameter β = 1.05. Oddershede et al. [88] have found that the parameter β is 1.63 for solid spherical balls
nd 1.08 for thin disks. The sphere shell here is more like a disk, so that the obtained parameter β = 1.05 in this
roblem is reasonable and could verify the capacity of the IALEMPM in simulating fragmentation problems.
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Fig. 21. 3D sphere fragmentation.

Fig. 22. Pressure contour and shell fragmentation. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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Fig. 23. Fragments distribution.

5. Conclusion

In this paper, a monolithic immersed multi-material arbitrary Lagrangian Eulerian material point method
(IALEMPM) is proposed to solve the FSI problems with multi-material fluid flow and extreme structure deformation
accompanied with fractures and crack growth. This novel method is established based on the framework of the
MMALE which performs excellent in simulating multi-material flow and employs the particle quadrature and the
particle discretization from the MPM which is superior in simulating structure damage and large deformation.

In the IALEMPM, the immersed method is introduced by setting the solid region submerged in the fluid region,
and the space occupied by solid domain is filled with the virtual fluid. The fluid domain including the virtual fluid
is discretized by a Lagrangian grid and the solid domain is discretized by material particles. The term “monolithic”
is embodied in that the momentum equation of all the region is solved in the Lagrangian grid and the velocity
and the displacement are continuous in both fluid and solid region. The fluid–structure interaction is implicitly
implemented by assembling the nodal force and the nodal momentum from both the solid particles and fluid cells.
This implicit interaction has no need to tack the complex fluid structure interface explicitly, hence the method is
concise and applicable for engineering problems with extreme deformation and fractures. Besides, the consistent
time integration scheme, rezoning phase and remapping phase are also established to guarantee the coincidence
requirement in the whole simulation.

Three kinds of numerical tests are discussed to assess the performance of the IALEMPM. The 2D shock-obstacle
interaction examines the capability of simulating the propagation, reflection and superposition of shock waves
under solid influence. The blast-plate interaction examines capability of solving the large structure deformation
under the fluid load, and the structure fragmentation test could examine the capability of simulating the structure
fragmentation. The numerical results fit well with the benchmark and the experimental data, which indicates that
the presented method is effective for solving the complicated FSI problems.
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